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We investigate the effect of strong nonlocal coupling in bistable spatially extended systems by using a

Lorentzian-like kernel. This effect through front interaction drastically alters the space-time dynamics of

bistable systems by stabilizing localized structures in one and two dimensions, and by affecting the

kinetics law governing their behavior with respect to weak nonlocal and local coupling. We derive an

analytical formula for the front interaction law and show that the kinetics governing the formation of

localized structures obeys a law inversely proportional to their size to some power. To illustrate this

mechanism, we consider two systems, the Nagumo model describing population dynamics and nonlinear

optics model describing a ring cavity filled with a left-handed material. Numerical solutions of the

governing equations are in close agreement with analytical predictions.
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The emergence of localized structures (LSs), often
called dissipative solitons or cavity solitons, has attracted
considerable attention in many areas of natural science,
such as chemistry, physics, plant ecology, and optics [1,2].
They attract growing interest in optics due to potential
applications for all-optical control of light, optical storage,
and information processing [3]. These stable solutions
arise in a dissipative environment and belong to the class
of dissipative structures found far from equilibrium [4]. In
most cases, the spatial coupling is local for which transport
processes like diffraction, dispersion, or diffusion are
described by the Laplace operator. The coupling between
this process and nonlinearity in dissipative environment,
leads to a self-organization phenomenon that is responsible
for the formation of either extended or localized patterns.
This behavior also occurs in many natural dissipative
systems with nonlocal coupling such as firing of cells
[5,6], propagation of infectious diseases [7], chemical
reactions [8], population dynamics [9,10], nonlinear optic
[11], granular [12], neural science [13], and vegetation
patterns [14–17]. This issue has been abundantly discussed
and is by now fairly well understood. So far, however, far
from any pattern forming instability, fronts dynamics lead-
ing to formation of LSs in these systems has received only
scant attention [9,18]. These nonlinear waves can be seen
as a solution that connects two stable steady states spatially.
They are characterized by a continuous parameters—the
front position—which accounts for the position of the
largest spatial variation of the front.

Nonlocal functions, also known as influence or kernel
functions, can be classified into two types, depending on
whether this function decays asymptotically to infinity
faster or slower than an exponential function, which
correspond to a weak or strong influence function,

respectively [19]. Front interaction is usually characterized
by the behavior of the tail of one front around the position
of the other front. This situation corresponds to the case of
weak influence functions. However, for strong influence
functions, the interaction is controlled by the whole influ-
ence function and not only by the asymptotic behavior of
the fronts, front tails. More importantly, the nature of the
interaction between fronts is affected by the choose of the
influence function. When considering a weak nonlocal
coupling, the asymptotic behavior of front solutions is
characterized by either exponential decay or damping
oscillation. In the former case, front interaction is always
attractive and decays exponentially with the distance
between the fronts. Therefore, bound states resulting
from fronts interaction are unstable. However, in the case
of damping oscillation, fronts interaction alternates
between attractive and repulsive with an intensity that
decays exponentially with the distance between fronts
[9,18]. For a fixed value of parameters, a family of stable
one dimensional localized structures with different sizes
has been reported by these authors.
In this Letter, we show that front dynamics mediated

by strong nonlocal coupling like Lorentzian type of kernel
in bistable media leads the formation of stable localized
structures. Indeed, strong nonlocal interaction could
induce a repulsion between fronts, which decreases with
the front separation. A balance between this interaction
and tendency of an uniform state to invade the other one
at constant speed is responsible for stabilizing localized
states. Thus, a deformation of this domain returns to its
equilibrium size. These structures have a fixed intrinsic
width for a fixed value of parameters. A single localized
structure possesses a fringe and a plateau. We show also
that the kinetic laws governing front interaction obey a
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power law. To illustrate this mechanism, we consider two
different models describing the population dynamics and
cavity nonlinear optics. This mechanism is robust in one
and in two dimensions. The generality of our analysis
suggest that the strong nonlocal coupling leading to the
stabilization of localized structures is a universal phenome-
non which does not depend on a specific type of model
equation. Our theoretical prediction should therefore be
applicable to any spatially extended systems with strong
nonlocal coupling.

Our analysis is based on the well-known nonlocal
Nagumo equation that constitutes a prototype model to
describe a population dynamics. The space-time dynamics
evolution of the population density is modeled by the
following integro-differential type of equation [9,10]

@tu¼uð!!uÞðu!1Þþr2uþ"u
Z 1

!1
u2ðrþr0;tÞKðr0Þdr0;

(1)

where uðr; tÞ is a scalar field. ! is a parameter related with
the adversity of the environment that satisfies 0< !< 1.
The Laplace operatorr2 ¼ @xx þ @yy acts in the r ¼ ðx; yÞ
plane, and t is time. The influence or the kernel function is
KðrÞ ¼ "ðrÞ ! f#ðrÞ, with "ðrÞ is the delta function and

f#ðrÞ ¼
Nn

½1þ ð jrj=#Þ2'n (2)

is a Lorentzian kernel which accounts for the interaction of
the field with their environment, # is the characteristic
length of the nonlocal interaction, "measures the nonlocal
interaction intensity, n is the power of the Lorentzian that
describes how the nonlocal interaction decays with the
distance, and Nn is a normalization constant. For the sake
of simplicity, hereinafter, we will treat this intensity as
small parameter (" ( 1).

Another system which produces bistability and a non-
local coupling is a ring cavity filled with a slab of a
right-handed material and a slab of a left-handed material.
Both layers have been assumed to be nonlinear Kerr
media. This cavity is driven by an external coherent laser
beam. Assuming the mean field approximation, the
space-time evolution of the intracavity field is described
by the following Lugiato-Lefever model [20] with nonlocal
interaction [11]

@tE ¼ Ei ! ð1þ i$ÞEþ ijEj2Eþ iDr2E

! i%
Z 1

!1
Eðrþ r0; tÞKðr0Þdr0; (3)

where E is the normalized slowly varying complex enve-
lope of the electric field. The input field amplitude Ei is
real and constant. The detuning parameter is $. The dif-
fraction coefficient is denoted by D. The kernel function
f# defined by Eq. (2), describes the nonlocal response of
the linear left-handed material, effectively couples the

electric field at different positions. The parameter % mea-
sures the nonlocal interaction intensity.
Model Eq. (1) admits three homogeneous steady states:

the unpupulated us ¼ 0, the uniformly populated us ¼ 1
states, and the unstable state us ¼ !. The uniformly popu-
lated state can undergo a Turing type of instability leading
to the formation of both periodic and localized structures
[9]. In what follows, we focus on a modulationally stable
regime, i.e., a regime far from any Turing instability [21].
In this regime, Eq. (1) admits front solutions connecting
the two stable homogeneous steady states us ¼ 0 and
us ¼ 1. The Maxwell point, i.e., the point of the parameter
space where both solutions are equally stable [22,23],
corresponds to ! ¼ !M ¼ 1=2. At this point, front solu-
tions are motionless. Numerical simulations of Eq. (1)
show a stable single front connecting the two stable
homogeneous steady states as illustrated in Fig. 1. Near
the front position, and for " > 0, the spatial profile exhibits
a fringe corresponding to a peak of population density as
shown in Fig. 1.
As we shall see, the strong nonlocal coupling drastically

modified the nature of interaction between fronts with
respect to weak nonlocal and local coupling. To simplify
further the analysis, we consider one dimensional setting
and we assume that front positions are located, respec-
tively, at the points !!=2 and !=2 along the x direction,
where ! is the distance between the two front positions
[see Fig. 2(a)]. To investigate the interaction, we add a
small perturbation to the linear superposition of the two
front solutions as

u ¼ u0ðxþ !=2Þ þ u0ð!xþ !=2Þ þ "&ðx;!ðtÞÞ; (4)

where u0ðxÞ ¼ ½1þ tanhðx=2
ffiffiffi
2

p
Þ'=2 is the well-known

motionless front solution for " ¼ 0 at the Maxwell point.
We assume that the distance between the two fronts
evolves on the slow time scale ! ¼ !ð'tÞ, where ' is a
small parameter which measures the distance from the
Maxwell point, i.e., ' ) !M ! !. Inserting Eq. (4) in the
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FIG. 1 (color online). Front profile obtained by numerical
simulation of model Eq. (1) for ! ¼ 0:5, # ¼ 2, " ¼ 0:35,
and n ¼ 1.
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Eq. (1), assuming '* "=!ð2n!1Þ * _! ( 1 and ! + 1,
expanding in terms of small parameter ' and by applying
the solvability condition at the dominant order, we obtain
the following front interaction law

_! ¼ "cn

"
#

!

#
2n!1

! 2
ffiffiffi
2

p
'; (5)

where cn is a numerical constant (for instance, c1 ¼
6

ffiffiffi
2

p
=(). The first term of the right-hand side of this

equation shows that depending on the sign ", the interac-
tion between fronts can be either attractive (" < 0) or
repulsive (" > 0). This term is inversely proportional to
the distance ! to the power 2n! 1. Note, however, that
this term is originated from the strong nonlocal coupling
mediated by the Lorentzian type of function. In the case of
week nonlocal [9] or even local coupling [24], this term
does not exist, and the interaction is rather governed by
an exponential law; i.e., _! / ! expð!)!Þ where ) is a
constant that characterizes the asymptotic behavior of the
front tail. With a weak nonlocal or a local coupling, the
interaction between fronts is always attractive, and there-
fore, localized structures are not stable. The second term
in Eq. (5) accounts for the shift from the Maxwell point
which expresses the tendency of fronts to propagate at the
most favorable state with constant speed. From the front
interaction law, Eq. (5), we can infer the existence of a

single-length stable localized state for " > 0 and !< !M.
The equilibrium size is !eq. The linear stability analysis
shows that this equilibrium is stable, with the eigenvalue
equal to !"cnð2n! 1Þ#ð2n!1Þ=!2n

eq < 0. As an example,
for n ¼ 1, the equilibrium length size is

!eq ¼
3"#

(ð!M ! !Þ : (6)

The equilibrium length resulting from the strong interac-
tion mediated between fronts by strong nonlocal coupling
is plotted in Fig. 3 as a function of the parameter !.
Numerical simulations of the model Eq. (1) are in perfect
agreement with the one obtained from analytical predic-
tions. This comparison is shown in Fig. 3. Localized struc-
ture resulting for nonlocal coupling posses a width ! that
significantly increases with the increase of the parameter
! as shown in Fig. 3. In a two dimensional setting, the
same behavior has been obtained numerically as shown in
Fig. 2(b).
In order to illustrate the above described mechanism

leading to the stabilization of localized structures out of
the pattern forming regime, we instigate numerically the so
called Lugiato-Lefever model, Eq. (3), with strong non-
local coupling with a Lorentzian type kernel Eq. (2). In the
absence of nonlocal coupling, this model exhibits both
periodic [20,25] and localized structures [26] even in the
monostable regime resulting from a subcritical pattern
forming regime. Localized structures are not necessarily
stationary, they could undergo a self-pulsating behavior
[27]. In what follows, we focus on a regime far from any
pattern forming instability. In addition, we consider the
system that operates in the negative diffraction regime by
placing a nonlinear left-handed material in an optical
cavity together with a traditional Kerr nonlinear material.
This configuration allows engineering the diffraction
strength [28]. Considering the negative diffraction D< 0
and bistable regime $>

ffiffiffi
3

p
, numerical simulations of the

model Eq. (3) shows indeed that stable bright localized
structures resulting from front interaction between the two
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FIG. 2 (color online). Stable localized structures obtained by
numerical simulations of Eq. (1) with the Lorentzian type kernel
Eq. (2), using a suitable pseudospectral method. (a) One-
dimensional localized state observed for ! ¼ 0:492, # ¼ 0:7,
" ¼ 1:0, and n ¼ 1:0. ! accounts for the distance between
the fronts. (b) Two-dimensional localized state observed for
! ¼ 0:38, # ¼ 0:2, " ¼ 1:0, and n ¼ 1:1.
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FIG. 3 (color online). Localized structures size as a function of
adversity. The points are obtained from numerical simulations
of model Eq. (1) with the Lorentzian type kernel Eq. (2) with
# ¼ 0:8, " ¼ 0:5, and n ¼ 1:0. The solid curve is obtained using
formula Eq. (6), which has no adjustable parameters.
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homogeneous steady states are indeed stable for this model
(see Fig. 4). This figure shows stable bright localized
structure with damping oscillations. We stress again the
fact that without strong nonlocal coupling, bright localized
structures will be unstable. However, dark localized struc-
tures with damped oscillations may be stable even without
nonlocal coupling in this model.

To summarize, we presented a mechanism of generation
of stable localized structures based on strong nonlocal
coupling mediated by a Lorentzian-like kernel. This non-
local coupling modifies the nature of front interaction
between two homogeneous steady states, and allows for
the stabilization of localized structures. Without strong
nonlocal coupling localized structures are instable. They
either shrink or expand. An analytical expression of front
interaction law is provided. This simple mechanism applies
to two different systems: population dynamics described by
the Nagumo equation and the mean field model describing
the driven nonlinear cavity filled with a left-handed me-
dium. This generic mechanism is robust in one and in two
spatial dimensions and could be applied to large class of far
from equilibrium systems with strong nonlocal coupling.
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