
Physica D 458 (2024) 133994

A
0

Contents lists available at ScienceDirect

Physica D

journal homepage: www.elsevier.com/locate/physd

Transition from traveling to motionless pulses in semiconductor lasers with
saturable absorber
F.R. Humire a,∗, K. Alfaro-Bittner b, M.G. Clerc c, R.G. Rojas d

a Departamento de Física, Facultad de Ciencias, Universidad de Tarapacá, Casilla 7-D Arica, Chile
b Universidad Rey Juan Carlos, Calle Tulipán s/n, 28933 Móstoles, Madrid, Spain
c Departamento de Física and Millennium Institute for Research in Optics, Facultad de Ciencias Físicas y Matemáticas, Universidad de Chile, Casilla
487-3, Santiago, Chile
d Instituto de Física, Pontificia Universidad Católica de Valparaíso, Casilla 4059, Valparaíso, Chile

A R T I C L E I N F O

Communicated by V.M. Perez-Garcia

Keywords:
Nonlinear dynamics
Pulse propagation
Semiconductor lasers with saturable absorber
Symmetry breaking instability

A B S T R A C T

Semiconductor lasers show interesting pulse dynamics. We investigate, analytically and numerically, the
transition from traveling to motionless pulses in vertical-cavity semiconductor lasers with a saturable absorber.
Based on two different approaches, (i) the adiabatic elimination of the charge carriers corresponding to a class
A laser and (ii) considering the laser dynamics close to lasing instability (class B lasers), we figure out the
relationship between these pulses. The pulses exhibit a continuous transition between traveling to motionless
ones. Starting from the asymptotic behavior of the pulse, we are able to set a formula for the pulse speed.
In the limit of a small electric field envelope, we elucidate that the observed transition corresponds to the
spontaneous breaking instability of reflection symmetry. Employing a reduction method, we set equations for
the position, asymmetrical amplitude, and frequency of the pulse. This reduced pulse model shows quite fair
agreement with numerical simulations for the different approaches considered for semiconductor lasers with
a saturable absorber.
1. Introduction

Spontaneous pulse propagation plays a fundamental role in vari-
ous biological processes [1–4]. From a physical point of view, pulses
correspond to solitary waves, that is, nonlinear waves that propagate
without deformation. These pulses are observed in conservative [5–8]
or dissipative systems [9–13]. A characteristic of the pulses shape is
that they are asymmetric; that is, they do not present symmetry of
spatial reflection. Likewise, the pulses speed is constant and determined
by the parameters of the system under study. From a dynamics point
of view, pulses correspond to homoclinic solutions in the moving
reference frame [14]. In the case of conservative systems, the shape and
speed propagation of the pulse are determined by the initial condition
as a consequence of the translational momentum and energy conserva-
tion. This scenario changes completely when one considers dissipative
systems. Pulses with the same shape are observed after a transient
evolution for different initial conditions. Namely, pulses are attractors
with permanent dynamics. The pulse propagation depends on different
mechanisms. When connecting two different states, the pulse speed
is proportional to the difference of energy [15,16]. However, pulses
that connect two equivalent states are also observed, where the most
emblematic case are neurons that do not need an electrical potential
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differential to emit electrical spikes [2–4]. This phenomenon is physi-
cally understood because the system is excitable [17–19]. Excitability
is an important concept in various fields ranging from geology, biology,
chemistry, and physics to nonlinear optics. The latter is based on the
fact that the dynamical behavior of the local system has a stable equi-
librium (fixed point), which, when it is disturbed, can exhibit a large
excursion in the phase space before converging to equilibrium [3]. This
behavior is observed in different phase space geometries, for example,
near a saddle–node bifurcation, saddle–node on invariant circle bifurca-
tion, and supercritical Andronov–Hopf bifurcation [3]. As one considers
the extended coupled system, the pulse solution arises when the ampli-
tude of a perturbation exceeds a critical threshold. Pulses in excitable
media have the feature that, once created, a refractory time must pass
before creating another pulse. Another mechanism responsible for pulse
propagation into two equivalent states is spontaneous spatial reflection
symmetry-breaking instabilities in non-variational systems [13,20,21].
This last mechanism is based on the fact that the system does not
minimize the free energy. When a non-variational system reaches a
stationary equilibrium, it can exhibit permanent dynamics such as
oscillatory, chaotic, propagative, and so forth [21–25].
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Semiconductor lasers are ideal for studying pulse dynamics due to
their clean detection and potential technological applications [26–32].
The main differences between biological and optical pulses are the
significant discrepancies in the scale of the widths and refractory times.
In biological cases, they are of the order of 1 ms to 100 ms, while in
optical systems, they are of the order of 10 ps to 1 ns. Lasers with a
saturable absorber medium with different configurations are excitable
devices that present propagative pulses [26,29,31]. Depending on the
number of variables involved in the semiconductor laser dynamics,
these semiconductor systems are classified as class A or B laser [33,34].
In particular, vertical cavity lasers with intracavity saturable absorbers
emit excitable pulses. Since these semiconductor lasers are out of
equilibrium and far from primary instability, they exhibit complex,
chaotic spatiotemporal dynamical behaviors accompanied by extreme
event pulsations [35–37]. However, a complete understanding of the
pulse dynamics observed by these optical devices with a broad area
is required to envision new applications and perspectives in biological
systems.

This work aims to investigate the transition from traveling to mo-
tionless pulses in vertical-cavity surface-emitting semiconductor lasers
with a saturable absorber. Numerically, we find that semiconductor
lasers with saturable absorbers exhibit propagative and static pulses.
We consider different approaches: (i) the adiabatic elimination of the
charge carriers corresponding to a class A laser and (ii) the laser
dynamics close to lasing or oscillatory instability (class B lasers) to
understand the relationship between motionless and traveling pulses.
In both approaches, the system is not excitable anymore, we can estab-
lish that pulses exhibit a continuous (supercritical) transition between
traveling to motionless pulses. Starting from the asymptotic behavior
of the pulse, we calculate an expression for the pulse speed, which
has an excellent agreement with the numerical findings. To shed light
on the mechanism of this transition, we consider that the electric
field envelope is weak. This approach allows us to elucidate that the
observed transition corresponds to the spontaneous breaking instability
of reflection symmetry. Based on the reduction method, we deduce a set
of equations for the position, asymmetrical amplitude, and global phase
of the pulse. This reduced pulse model shows quite fair agreement
with numerical simulations for the different approaches considered for
semiconductor lasers with a saturable absorber.

2. Pulses in semiconductor lasers with saturable absorber

Nonlinear dynamics in semiconductor lasers have been extensively
researched owing to their widespread application. Edge-emitting, dis-
tributed feedback, and vertical-cavity surface-emitting lasers are exam-
ples of class B lasers [33,34]. This is because the polarization of their
gain medium can be adiabatically eliminated in Maxwell–Bloch laser
equations, leaving only the electric optical field and population inver-
sion as dynamical variables. The vertical-cavity surface-emitting semi-
conductor laser with an integrated saturable absorber medium is com-
posed of different semiconductor layers that form a sandwich of Bragg
mirrors with an active and another saturable absorber medium [38],
as illustrated in Fig. 1. Let us consider a semiconductor laser with a
saturable absorber with a quasi-one-dimensional geometry. The laser
dynamics is described by [35–42]

𝜕𝐸
𝜕𝑡

= [(1 − 𝑖𝛼)𝐺 − (1 − 𝑖𝛽)𝑄 − 1]𝐸 + 𝑖 𝜕
2𝐸
𝜕𝑥2

,

𝜕𝐺
𝜕𝑡

= 𝛾
[

𝐴 − 𝐺(1 + |𝐸|2)
]

,

𝜕𝑄
𝜕𝑡

= 𝛾
[

𝐵 −𝑄(1 + 𝑠|𝐸|2)
]

, (1)

where 𝐸(𝑥, 𝑡), 𝐺(𝑥, 𝑡), and 𝑄(𝑥, 𝑡) account, respectively, for the envelope
of the electric field, the rescaled gain, and the rescaled absorption in
the semiconductor laser with a saturable absorber. The factors 𝛼 and
𝛽 are standard semiconductor parameters describing phase–amplitude
2

Fig. 1. Pulse dynamics of a vertical-cavity surface-emitting semiconductor lasers with
a saturable absorber and broad one-dimensional area model Eq. (1), where left panels
show a traveling pulse for 𝛾 = 0.07, 𝛼 = 2.0, 𝛽 = 0.0, 𝐴 = 2.9, 𝐵 = 2.0, 𝑠 = 10,
and 𝛥𝑡 = 0.05, and right panels show a motionless pulse for 𝛾 = 1, 𝛼 = 2.0,
𝛽 = 0.0 𝐴 = 2.9, 𝐵 = 2.5, 𝑠 = 10, and 𝛥𝑡 = 0.05. Top panels are schematic
representations of semiconductor lasers with a saturable absorber with a traveling (a)
and a motionless pulse (b). The gray, red, and yellow layers account for the Bragg
mirrors, active medium, and saturable absorber, respectively. The lower panels account
for the spatiotemporal evolution of a traveling pulse and a motionless one with their
respective profiles at different times of the envelope of the electric field intensity |𝐸|2,
charge carriers in the active 𝐺, and the saturable absorber medium 𝑄.

coupling. The last term of the envelope equation stands for the dis-
persive nearest-neighbor coupling between the lasers, which is of a
dispersive nature. 𝛾 accounts for non-radiative carrier recombination
rates in the gain and absorber media. 𝐴 and 𝐵 stand for the pump gain
and non-saturable losses. The saturation parameter 𝑠 in semiconductors
is necessarily greater than 1 [31]. Time is rescaled to the cavity photon
lifetime, which is the shortest time scale in the system. Note that we
have neglected the diffusive transport processes in the charge carriers
dynamics 𝐺 and 𝑄 [40]. Models with diffusion in the electrical field
envelope have also been under consideration [39–42].

Numerical simulations of the semiconductor laser model equa-
tions (1) show traveling pulses because of the excitable nature of the
system. These pulse solutions are created by locally altering the electric
field with an asymmetrical perturbation; after a transient, the system
exhibits a pulse that maintains its shape. Numerical simulations are
performed considering finite differences with the Runge–Kutta order-
4 algorithm, where 𝛥𝑥 and 𝛥𝑡 account for the spatial and temporal
discretization. In all these simulations, we consider, for simplicity,
periodic and null flux boundary conditions. Fig. 1a shows a typical
numerical traveling pulse observed in the semiconductor laser with a
saturable absorber, model Eq. (1). From these charts, we note that the
pulse is asymmetric and that the charge carriers are characterized by
exhibiting a refractory tail. The traveling pulses are found for small
non-radiative carrier recombination rates 𝛾. When one increases the
recombination rate 𝛾, the pulses change their dynamics qualitatively
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and are now motionless. Fig. 1b depicts a motionless pulse observed
in the semiconductor laser with a saturable absorber model Eq. (1).
From these charts, we can infer that the motionless pulse is symmetric.
Note that in this region of parameters, considering symmetric or non-
symmetric disturbances, the system always ends up with a symmetric
motionless pulse after evanescent wave radiation. Hence, the system
presents a transition between traveling to motionless pulses when
changing the parameters. Notice that supercritical transitions from mo-
tionless to traveling pulses were reported in a model for semiconductor
lasers where diffusion and dispersion are included as couplings for the
electrical envelope in one [39,43] and two spatial dimensions [43,44].
Diffusion is a stabilization mechanism for localized states; in particular,
it can be responsible for stabilizing finite-time singularities of localized
perturbations [45,46].

Because of the complexity of the semiconductor laser equations (1),
we consider different approaches to understand the transitions between
traveling to motionless pulses.

2.1. Adiabatic elimination of charge carriers: class A laser

Vertical external-cavity surface-emitting Lasers are class A lasers
because the photon lifetime inside the centimeter-long high-finesse
external cavity is larger than the carrier lifetime [47–49]. Indeed,
the carrier densities can be adiabatically eliminated, leaving only the
electric optical field as the dynamical variable [33]. Note that the
transition between the class-B and class-A dynamical behaviors of a
semiconductor laser has been observed by continuously controlling the
lifetime of the photons [50].

Let us consider large non-radiative carrier recombination rates (𝛾 ≫
). In this limit, the charge carriers (𝐺 and 𝑄) become slave variables
f the electric field envelope [51], that is,

𝐺[𝐸(𝑥, 𝑡)] = 𝐴
1 + |𝐸(𝑥, 𝑡)|2

, (2)

𝑄[𝐸(𝑥, 𝑡)] = 𝐵
1 + 𝑠|𝐸(𝑥, 𝑡)|2

. (3)

Using these expressions in the envelope equation of the electric
field, one gets (the nonlinear absorber saturable model)

𝜕𝐸
𝜕𝑡

=
(

(1 − 𝑖𝛼)𝐴
1 + |𝐸|2

−
(1 − 𝑖𝛽)𝐵
1 + 𝑠|𝐸|2

− 1
)

𝐸 + 𝑖 𝜕
2𝐸
𝜕𝑥2

. (4)

he above expression corresponds to an amplitude equation with sat-
rable nonlinearity and dispersion coupling. Then, this means that for
mall and large amplitudes, the system is linear. The envelope 𝐸(𝑥, 𝑡) =
𝑒𝑖𝜙 is characterized by two scalar fields, which account for magnitude
(𝑥, 𝑡) and argument 𝜙(𝑥, 𝑡) of the envelope. It is important to note that

n the large non-radiative carrier recombination rates, the quiescent
tate, 𝐸 = 0, is no longer excitable. However, the system has a bistable
egion where one expects to observe pulses [14]. Numerical simulations
f the nonlinear saturable model Eq. (4) shows traveling and motionless
ulses for different parameters and initial conditions. Fig. 2 illustrates
he magnitude (top panels), argument gradient (upper middle panels),
nd spatiotemporal evolution of the amplitude (lower middle panels) of
he observed pulses. Increasing the pump gain 𝐴, we observe a super-
ritical transition between traveling and static solutions. Namely, one
bserves a continuous transition from traveling to a motionless pulse
hen changing the pump gain. The lower panels show the bifurcation
iagram of the pulse speed 𝑣 and frequency 𝛺 as a function of the pump
ain. Note that the transition for the pulse speed follows a 1/4 power
aw, that is

= 𝑣0
4
√

𝐴𝑐 − 𝐴, (5)

here 𝐴𝑐 accounts for the critical transition value, 𝐴 < 𝐴𝑐 , and 𝑣0 is a
imensional parameter. For 𝐴 ⩾ 𝐴𝑐 , the pulse is motionless, i.e., 𝑣 = 0.
n the other hand, the pulse frequency also exhibits a supercritical
ifurcation but with a critical exponent of 1/2 (see Fig. 2), i.e.,

= 𝛺
√

𝐴 − 𝐴, (6)
3

0 𝑐 C
here 𝛺0 is a dimensional parameter.
To characterize the pulse speed 𝑣 and frequency 𝛺 analytically, we

consider the moving reference frame 𝑦 ≡ 𝑥 − 𝑣𝑡 and 𝜏 ≡ 𝑡 in model
Eq. (4), i.e.,

𝜕𝐸
𝜕𝜏

− 𝑣 𝜕𝐸
𝜕𝑦

=
(

(1 − 𝑖𝛼)𝐴
1 + |𝐸|2

−
(1 − 𝑖𝛽)𝐵
1 + 𝑠|𝐸|2

− 1
)

𝐸 + 𝑖 𝜕
2𝐸
𝜕𝑦2

. (7)

Considering the ansatz 𝐸 = 𝑅(𝑦) exp {𝑖(𝛺𝜏 + 𝜙(𝑦))}, the real and imagi-
ary part of the above equation reads

−𝑣𝑅𝑦 =
[

𝐴
1 + |𝐸|2

− 𝐵
1 + 𝑠|𝐸|2

− 1
]

𝑅 − 2𝑅𝑦𝜙𝑦

− 𝑅𝜙𝑦𝑦, (8)

𝛺𝑅 − 𝑣𝑅𝜙𝑦 =
[

− 𝛼𝐴
1 + |𝐸|2

+
𝛽𝐵

1 + 𝑠|𝐸|2

]

𝑅 + 𝑅𝑦𝑦

− 𝑅𝜙2
𝑦. (9)

The envelope magnitude of the pulse is characterized by having a bell
shape, which asymptotically cancels out on its flanks, 𝑅(𝑦→ ±∞) → 0,
cf. Fig. 2. Likewise, the phase gradient is characterized by tending to a
constant on its flanks. Let us respectively call these asymptotic values
𝑝1 and 𝑝2, that is,

𝜕𝑦𝜙(𝑦) =
{

𝑝1, 𝑦 → −∞,
𝑝2, 𝑦 → ∞.

(10)

The asymptotic values of the phase gradients depend on the system
parameters 𝑝{1,2} = 𝑝{1,2}(𝐴,𝐵, 𝛼, 𝛽, 𝑠). Using Eq. (9) on its left and right
flanks, one obtains the following relations

𝛺 − 𝑝1𝑣 = (−𝛼𝐴 + 𝛽𝐵) +
(

𝐴 − 𝐵 − 1
2𝑝1 − 𝑣

)2
− 𝑝21. (11)

𝛺 − 𝑝2𝑣 = (−𝛼𝐴 + 𝛽𝐵) +
(

𝐴 − 𝐵 − 1
2𝑝2 − 𝑣

)2
− 𝑝22. (12)

From these expressions and after straightforward calculations, we ob-
tain the following formulas for the pulse speed and frequency

𝑣 = 𝑝1 + 𝑝2, (13)

𝛺 =
(𝐴 − 𝐵 − 1)2 + (𝑝1𝑝2 − (𝛼𝐴 − 𝛽𝐵))(𝑝1 − 𝑝2)2

(𝑝1 − 𝑝2)2
. (14)

Fig. 3 shows the asymptotic values 𝑝1 and 𝑝2, and the pulse speed 𝑣
as a function of the pump gain 𝐴. Note that this formula has excellent
agreement with the numerical results. Since these formulas only use the
asymptotic behavior of pulse, we also use them to describe the propaga-
tion of the pulses in the semiconductor laser model equation (1). The
numerical simulation and the analytical expressions have quite good
agreement. Fig. 4 summarizes the comparison between the analytical
formula (13) and the numerical results of the semiconductor laser
model.

In the next section, we consider another approach, the weak ampli-
tude limit (𝐸 ≪ 1), to shed more light on the supercritical transition
between traveling and motionless pulses.

2.2. Weak amplitude limit: class A laser

In the weak limit of the envelope, one expands in the Taylor
series the nonlinearities of model Eq. (7), saving the first nonlinearity
that saturates the instability of the quiescent state (𝐸 = 0). Hence,
the envelope satisfies (the Ginzburg–Landau equation with diffractive
coupling)

𝜕𝐸
𝜕𝑡

=
(

𝜇 + 𝑑|𝐸|2 + 𝛾 ′|𝐸|4
)

𝐸 + 𝑖 𝜕
2𝐸
𝜕𝑥2

, (15)

here these parameters are related to the laser ones by 𝜇 ≡ (𝐴−𝐵−1)+
(𝛽𝐵−𝛼𝐴), 𝑑 ≡ (𝐵𝑠−𝐴)+ 𝑖(𝛼𝐴−𝛽𝐵𝑠), and 𝛾 ′ ≡ (𝐴− 𝑠2𝐵)+ 𝑖(𝛽𝐵𝑠2−𝛼𝐴).
onsidering an amplitude oscillation frame 𝐸(𝑥, 𝑡) = 𝐸′(𝑥, 𝑡)𝑒𝑖(𝛼𝐴−𝛽𝐵𝑠)𝑡,



Physica D: Nonlinear Phenomena 458 (2024) 133994F.R. Humire et al.
Fig. 2. Pulse dynamics of amplitude equation with saturable nonlinearity and dispersion coupling Eq. (4) for 𝛼 = 2.0, 𝛽 = −1.3, 𝐵 = 2.0, 𝑠 = 11, 𝛥𝑥 = 0.4 and 𝛥𝑡 = 0.05. (a) Profile
of the intensity of the envelope |𝐸(𝑥, 𝑡)|2, (b) profile of the gradient of the argument of the envelope 𝜙𝑥(𝑥, 𝑡), and (c) spatiotemporal evolution of the magnitude of the envelope
of model Eq. (4) with 𝐴 = 2.05. (d) Profile of the envelope intensity |𝐸(𝑥, 𝑡)|2, (e) profile of the gradient of the envelope argument 𝜙𝑥(𝑥, 𝑡), and (f) spatiotemporal evolution
of the envelope magnitude of model Eq. (4) with 𝐴 = 2.10, (g) Profile of the envelope intensity |𝐸(𝑥, 𝑡)|2, (h) profile of the gradient of the envelope argument 𝜙𝑥(𝑥, 𝑡), and (i)
spatiotemporal evolution of the envelope magnitude with 𝐴 = 2.20, (j) Bifurcation diagram for the pulse speed as a function of pump gain. The circles show the values of the
pulse speeds obtained numerically. The orange segmented line is obtained considering the fit 𝑣 = 𝑣0 4

√

𝐴𝑐 − 𝐴 with 𝑣0 = −6.571 and 𝐴𝑐 = 2.114. (k) Bifurcation diagram for the pulse
argument as a function of pump gain. The orange segmented line is obtained considering the fit 𝛺 = 𝛺0

√

𝐴𝑐 − 𝐴 by 𝛺0 = 0.2975 and 𝐴𝑐 = 2.114. The violet curves account for the
region where the motionless pulse is observed.
Fig. 3. Characterization of the propagation of pulses in the nonlinear absorber
saturable model Eq. (4) by 𝛼 = 2.0, 𝛽 = −1.3, 𝐵 = 2.0, and 𝑠 = 11. (a) Asymptotic
phase gradient values 𝑝1 = 𝜕𝑦𝜙(𝑦 → −∞) and 𝑝2 = 𝜕𝑦𝜙(𝑦 → ∞) as a function of pump
gain 𝐴. (b) Pulse speed 𝑣 = 𝑝1 + 𝑝2 as a function of pump gain 𝐴.
4

Fig. 4. Characterization of the propagation of pulses in semiconductor lasers with
saturable absorber Eq. 1 by 𝛾 ′ = 0.238, 𝛼 = 1.9, 𝛽 = 1.8, 𝐵 = 2.0, and 𝑠 = 10. Pulse
speed 𝑣 = 𝑝1 + 𝑝2 as a function of the pump gain 𝐴.

the parameter 𝜇 is always real. From now on, for the sake of simplicity,
we consider that the parameter 𝜇 is purely real.

Numerical simulations of the Ginzburg–Landau model Eq. (15) also
exhibit traveling and motionless pulse solutions. Fig. 5 shows the
profiles and spatiotemporal dynamics of the pulses found in model
Eq. (15). In the region of parameters where the traveling pulse solu-
tions exist, and depending on the initial conditions, we observe pulses
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Fig. 5. Transition of traveling to motionless pulse in Ginzburg–Landau model Eq. (15) with 𝑑 = 1.1 + 𝑖0.7, 𝛾 ′ = −1 + 𝑖 = 0.5, 𝛥𝑥 = 0.4 and 𝛥𝑡 = 0.05. (a), (b), and (c) [(d), (e), (f)
and (g), (h), (i)] show the spatiotemporal evolution, respectively, of a traveling pulse towards the left flank, another to the right flank, and a motionless one when 𝜇 = −0.219
[𝜇 = −0.219 and 𝜇 = −0.215]. (j) Bifurcation diagram of the pulse speed as a function of bifurcation parameter 𝜇. The circles and stars account for the speed of the left and right
pulses. The hard orange line is obtained considered the fitting 𝑣 = ±𝑣1

√

−𝜇 − 𝜇𝑐 with 𝑣1 = 61.22 and 𝜇𝑐 = −0.2181. (k) Bifurcation diagram of the pulse frequency as a function of
bifurcation parameter 𝜇. The circles and stars account for the speed of the left and right pulses. The hard curves stand for the transcritical bifurcation with 𝛺 = 1008(𝜇𝑐 − 𝜇) +𝛺0
and 𝛺0 = 0.47.
that propagate to the left or right flank. Traveling pulses in cubic–
quintic Ginzburg–Landau with diffractive coupling was first reported by
Sakaguchi [52]. Once again, we observe a continuous transition from
traveling to a motionless pulse when modifying a single parameter.
Fig. 5 shows the respective bifurcation diagrams as a function of the
bifurcation parameter 𝜇. Note that the pulse speed follows a square
root type law, that is, 𝑣 = 𝑣1

√

𝜇𝑐 − 𝜇 with 𝑣1 an adequate dimensional
parameter and 𝜇𝑐 is the critical value of the bifurcation parameter;
see lower panels of Fig. 5. Additionally, the frequency 𝛺 presents a
transcritical bifurcation; that is, the frequency follows a linear power
law (𝜇 < 𝜇𝑐) and constant 𝛺 = 𝛺0 when 𝜇 ⩾ 𝜇𝑐 , as a function of
the bifurcation parameter. Fig. 5 depicts the transition observed for the
speed and frequency of the pulse.

Since the pulse speed and frequency formulas [Eqs. (13) and (14)]
are calculated in the limit of weak amplitudes, these formulas would
also govern the dynamics of the cubic–quintic Ginzburg–Landau equa-
tion (15) with diffractive coupling. Fig. 6 compares the results obtained
with Eq. (15) and formulas (13) and (14). The system shows excellent
agreement with the theoretical formulas and numerical results.

In addition, note that Eq. (15) is invariant to the Galilean-type
transformation 𝐸(𝑥, 𝑡) = 𝐸′(𝑥 − 𝑢𝑡, 𝑡)𝑒𝑖

𝑢
2 (𝑥−𝑢∕2𝑡) such that the complex

amplitude 𝐸′ evolves according to

𝜕𝐸′
=
(

𝜇 + 𝑑|𝐸′
|

2 + 𝛾 ′|𝐸′
|

4
)

𝐸′ + 𝑖 𝜕
2𝐸′

, (16)
5

𝜕𝑡′ 𝜕𝑥′2
where 𝑥′ = 𝑥 − 𝑢𝑡, 𝑡′ = 𝑡, and 𝑢 is the speed of a reference frame
with respect to a first frame at rest along the positive direction of
the 𝑥-axis. Hence, when one changes the inertial reference frame, the
solutions become propagative, or their speed changes and the phase is
corrected with a linear wave, which propagates with half the velocity
of the reference frame. Note that one could identify the reference frame
used by measuring the difference between phase and modulus velocity.
However, the boundary conditions considered in our work (zero flux or
fixed values) break the transformation, and we only observe a solution
from the fixed system at the boundary.

3. Analytical characterization of the traveling to motionless pulse
transition

To characterize the pulse transition, we use the polar representa-
tion of the Ginzburg–Landau equation (15); that is, we introduce the
representation 𝐸 = 𝑅(𝑥, 𝑡)𝑒𝑖𝜙(𝑥,𝑡), where

𝑅𝑡 =
(

𝜇 + 𝛽𝑟𝑅2 + 𝛾𝑟𝑅4)𝑅 − 2𝑅𝑥𝜙𝑥 − 𝑅𝜙𝑥𝑥, (17)

𝜙𝑡 =
(

𝛽𝑖 + 𝛾𝑖𝑅2)𝑅2 +
𝑅𝑥𝑥
𝑅

− (𝜙𝑥)2. (18)

Note that the complex parameters are decomposed explicitly, that is,
𝛽 = 𝛽𝑟 + 𝑖𝛽𝑖, 𝛾 ′ = 𝛾𝑟 + 𝑖𝛾𝑖. For 𝜇 > 𝜇𝑐 , this set of equations has a
motionless pulse solution of the form 𝑅(𝑥, 𝑡) = 𝑅𝑠𝑙(𝑥 − 𝑥0) and 𝜙(𝑥, 𝑡) =
𝛺𝑡 + 𝜙 (𝑥 − 𝑥 ) where 𝛺 and 𝑥 are the oscillation frequency and
𝑠𝑙 0 0
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Fig. 6. Comparison of the pulse speed 𝑣 and frequency 𝛺 for the cubic–quintic
Ginzburg–Landau equation (15) with diffractive coupling and analytical formulas (13)
and (14). Ginzburg–Landau model was simulated with 𝑑𝑟 = 1.1, 𝑑𝑖 = 0.7, 𝛾𝑟 = −1,
𝑖 = 0.5, 𝛥𝑥 = 0.4, and 𝛥𝑡 = 0.05. (a) Pulse speed 𝑣 as a function of the bifurcation
arameter 𝜇. The black circles with stripes and red disks are obtained numerically using
he formula (13). (b) Pulse frequency 𝛺 as a function of the bifurcation parameter 𝜇.
he black circles with stripes and red disks are obtained numerically using the formula
= (𝜇2 + 𝑝1𝑝2(𝑝1 − 𝑝2)2)∕(𝑝1 − 𝑝2)2.

Fig. 7. Numerical stability analysis of the cubic–quintic Ginzburg–Landau equa-
tion (15) with diffraction coupling. (a) Numerical spectrum of the cubic–quintic
Ginzburg–Landau model Eq. (15) with 𝜇 = −0.218, 𝑑𝑟 = 1.1, 𝑑𝑖 = 0.7, 𝛾𝑟 = −1, 𝛾𝑖 = 0.5
nd 𝛥𝑥 = 0.4. The circles, the square, and the triangle account for the eigenvalues
f the operator 𝐿, formula , obtained numerically. (b), (c), and (d) Eigenfunction of
ritical modes related to asymmetric mode, spatial, and phase invariance symmetry,
espectively. Solid and segmented curves account for the magnitude (𝑅) and phase
radient (𝜙𝑥) of the eigenfunction.

osition of the pulse. 𝑥0 corresponds to the maximum position of 𝑅(𝑥).
ue to the spatial translation invariance of Eqs. (17) and (18), 𝑥0 is

ixed but arbitrary. To study the stability of this solution, we consider
perturbation of the form

= 𝑅𝑠𝑙(𝑥 − 𝑥0) + 𝜌(𝑥, 𝑡), (19)
𝜙 = 𝛺𝑡 + 𝜙𝑠𝑙(𝑥 − 𝑥0) + 𝜒(𝑥, 𝑡), (20)

where the perturbation satisfies the linear equation
(

𝜕𝑡𝜌
)

= 𝐿
(

𝜌
)

, (21)
6

𝜕𝑡𝜙 𝜒
Fig. 8. (a) Numerical spectrum of 𝐿2 with 𝜇 = −0.218, 𝑑𝑟 = 1.1, 𝑑𝑖 = 0.7, 𝛾𝑟 = −1,
𝛾𝑖 = 0.5, and 𝛥𝑥 = 0.4. The circles, the square, and the triangle account for the
eigenvalues of the operator 𝐿2 obtained numerically. (b), (c), and (d) Eigenfunction
f critical modes related to asymmetric mode, spatial, and phase invariance symmetry,
espectively. Solid and segmented curves account for the magnitude (𝑅) and phase

gradient (𝜙𝑥) of the eigenfunction.

and the linear operator 𝐿 has the form

𝐿 =

(

𝑓 (𝑅𝑙𝑠) − 𝜙𝑙𝑠,𝑥𝑥 − 2𝜙𝑙𝑠,𝑥𝜕𝑥, −𝑅𝑙𝑠𝜕𝑥𝑥 − 2𝑅𝑙𝑠,𝑥𝜕𝑥
2𝑑𝑖𝑅𝑙𝑠 + 4𝛾𝑖𝑅3

𝑙𝑠 +
𝜕𝑥𝑥
𝑅𝑙𝑠

− 𝜕𝑥𝑥𝑅𝑙𝑠
𝑅𝑙𝑠2

−2𝜙𝑙𝑠,𝑥𝜕𝑥

)

, (22)

with 𝑓 (𝑅𝑙𝑠) ≡ 𝜇 + 3𝑑𝑟𝑅2
𝑙𝑠 − 5𝛾𝑟𝑅4

𝑙𝑠. Due to the complexity of the
linear operator, an analytical analysis is difficult to access. Then, we
numerically calculate the eigenvalues and eigenvectors near the critical
point of the transition between traveling to motionless pulse. Fig. 7a
shows the spectrum (eigenvalue set) obtained numerically for this
linear operator. Note that due to the invariance of spatial (𝑥 → 𝑥 + 𝑥′)
and phase (𝜙 → 𝜙 + 𝜙0) translation, the system has two eigenvalues
t the origin of the complex plane. These two Goldstone modes are,
espectively, represented by the orange square (spatial translation)
nd yellow triangle (phase invariance). Observe that, as expected,
he mode associated with the translation corresponds to the spatial
erivative of the pulse solution (see Fig. 7c), and the phase mode
orresponds to the constant eigenvector (see Fig. 7d). By changing the
ifurcation parameter 𝜇, we observe that an eigenvalue (purple disk)
pproaches the origin of the complex plane. This is a manifestation
f the emergence of motionless pulse instability. Fig. 7b shows the
igenvector associated with the mode that causes the instability. It is
mportant to note that this mode is spatially asymmetric. Therefore,
he transition from traveling to motionless pulses corresponds to a
pontaneous reflection breaking symmetry.

When the bifurcation parameter 𝜇 approaches the critical parameter
𝑐 , the eigenvalue of the asymmetric mode collides with the origin in
he complex plane; the eigenvector merges with the translation mode.
herefore, the instability is characterized by three eigenvalues at the
rigin of the complex plane with multiplicity equal to two (two linearly
ndependent eigenvectors). In Arnold’s notation, these instabilities cor-
espond to 020 bifurcation [53]. This type of instability is expected
o exhibit chaotic behavior similar to the Lorenz model [54,55]. To
haracterize this instability, one can use the strategy based on the
ordan decomposition; that is, one must calculate the spectrum of
2, which allows us to obtain three independent critical eigenvectors.
ig. 8 shows the spectrum of the operator 𝐿2 and its respective critical
odes. Notice the eigenvectors satisfy the following properties for the

ranslation mode
(

𝜕𝑥𝑅𝑠𝑙(𝑥)
)

=
(

0
)

, (23)

𝜕𝑥𝜙𝑠𝑙(𝑥) 0
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the phase mode

𝐿
(

0
𝜙0

)

=
(

0
0

)

, (24)

and the critical asymmetrical mode

𝐿
(

𝜌𝑎𝑠(𝑥)
𝜔𝑎𝑠(𝑥)

)

=
(

𝜕𝑥𝑅𝑠𝑙(𝑥)
𝜕𝑥𝜙𝑠𝑙(𝑥)

)

. (25)

Hence, this last critical mode is an eigenvector of 𝐿2, that is,

𝐿2
(

𝜌𝑎𝑠(𝑥)
𝜔𝑎𝑠(𝑥)

)

=
(

0
0

)

. (26)

This eigenvector is the only one that is not analytically accessible, so it
is only determined numerically.

Starting from the eigenvectors and following a similar strategy to
characterize the transition between traveling to stationary pulses [21],
we consider the ansatz
(

𝑅
𝜙

)

=
(

𝑅𝑠𝑙[𝑥 − 𝑥0(𝜖𝑡)]
𝛺𝑡 + 𝜙𝑠𝑙[𝑥 − 𝑥0(𝜖𝑡)]

)

+ 𝜖𝜒(𝜖2𝑡)
(

𝜌𝑎𝑠(𝑥 − 𝑥0)
𝜔𝑎𝑠(𝑥 − 𝑥0)

)

+
(

0
𝜙0(𝜖2𝑡)

)

+ 𝜖3
(

𝑃 (𝑥, 𝑥0, 𝜒)
𝛩(𝑥, 𝑥0, 𝜒)

)

. (27)

The first vector of the right-hand side accounts for the motionless
pulse solution. The pulse position 𝑥0(𝜖𝑡) and phase 𝜙0(𝜖2𝑡) have been
promoted to temporal functions that account for the pulse dynamics.
Note that these variables have a slow dynamic characterized by the
small control parameter 𝜖, which in turn accounts for the order of the
bifurcation parameter (𝜖 ∼

√

𝜇𝑐 − 𝜇). 𝜒(𝜖2𝑡) stands for the amplitude
of the asymmetrical critical mode. The third vector on the right-hand
side represents the phase mode. Finally, the last term accounts for the
nonlinear corrections in 𝜒 .

Introducing the previous ansatz in the cubic–quintic Ginzburg–
Landau equation (15) with diffractive coupling and considering the
linear equation in the perturbations 𝑃 and 𝛩, we get

𝜖3𝐿
(

𝑃
𝛩

)

=
(

−𝜖�̇�0𝜕𝑧𝑅𝑙𝑠 + 𝜖2𝜒�̇�0𝜕𝑧𝜌𝑎𝑠 + 𝜖3�̇�𝜌𝑎𝑠
𝜖�̇�0𝜕𝑧𝜙𝑙𝑠 + 𝜖2(�̇�0 − 𝜒�̇�0𝜕𝑧𝜔𝑙𝑠) − 𝜖3�̇�𝜔𝑙𝑠

)

+
(

𝐻1
𝐻2

)

(28)

where

𝐻1 = −𝑑𝑟(𝜖3𝜒3𝜌3𝑎𝑠 + 3𝜖2𝑅𝑙𝑠𝜒2𝜌2𝑎𝑠 + 3𝜖𝜒𝑅2
𝑙𝑠𝜌

2
𝑙𝑠𝜌𝑎𝑠)

+ 𝛾𝑟(10𝜖3𝜒3𝜌3𝑅2
𝑙𝑠 + 10𝜖2𝜒2𝜌2𝑎𝑠𝑅

3
𝑙𝑠 + 5𝜖𝜒𝜌𝑎𝑠𝑅4

𝑙𝑠)

+ 𝜖𝜒𝜌𝑎𝑠𝜕𝑧𝑧𝜙𝑟𝑙 + 𝜖2𝜒2𝜌𝑎𝑠𝜕𝑧𝑧𝜔𝑎𝑠 + 2𝜖𝜒𝜕𝑧𝜙𝑟𝑙𝜕𝑧𝜌𝑎𝑠
+ 2𝜖𝜒𝜕𝑧𝜔𝑎𝑠𝜕𝑧𝑅𝑙𝑠 + 2𝜖2𝜒2𝜕𝑧𝜔𝑎𝑠𝜕𝑧𝜌𝑎𝑠
+ 𝜖𝜒𝑅𝑙𝑠𝜕𝑧𝑧𝜔𝑎𝑠 − 𝜇𝑟𝜖𝜒𝜌𝑎𝑠, (29)

𝐻2 = −𝑑𝑖(𝜖2𝜒2𝜌2𝑎𝑠 + 2𝜖𝜒𝑅𝑙𝑠𝜌𝑎𝑠)

− 𝛾𝑖(4𝜖3𝜒3𝜌3𝑎𝑠𝑅𝑙𝑠 + 6𝜖2𝜒2𝜌2𝑎𝑠𝑅
2
𝑙𝑠 + 4𝜖𝜒𝜌𝑎𝑠𝑅3

𝑙𝑠)

− 2𝜖𝜒𝜕𝑧𝜔𝑎𝑠𝜕𝑧𝜙𝑙𝑠 − 𝜖2𝜒2(𝜕𝑧𝜔𝑎𝑠)2

+
𝜖𝜒
𝑅𝑙𝑠

𝜕𝑧𝑧𝜌𝑎𝑠 +
𝜖𝜒
𝑅2
𝑙𝑠

𝜌𝑎𝑠𝜕𝑧𝑧𝑅𝑙𝑠 +
𝜖2𝜒2

𝑅2
𝑙𝑠

𝜌𝑎𝑠𝜕𝑧𝑧𝜌𝑎𝑠, (30)

and 𝜇𝑟 = 𝜇𝑐 + 𝜖2𝛥𝜇.
To solve this linear equation (28), we use the Fredholm alterna-

ive [56]. Thus, we introduce the inner product

𝑓 (𝑥)|𝑔(𝑥)⟩ = ∫

∞

−∞
𝑓 ⋅ 𝑔𝑑𝑥, (31)

hich allows us to define and calculate the adjoint operator 𝐿†,
.e., ⟨𝐿†𝑓 (𝑥)|𝑔(𝑥)⟩ ≡ ⟨𝑓 (𝑥)|𝐿𝑔(𝑥)⟩. We have numerically calculated the
pectrum of the adjoint operator 𝐿†. Fig. 9 shows the spectrum of this
perator and its critical eigenvectors. Then, the linear equation (28) has
solution if the right-hand side of this linear equation is orthogonal to

he elements of the kernel of 𝐿† [56]. Operator 𝐿† has three critical
ectors near the transition depicted by the lower panels shown in Fig. 9.
e obtain three equations by applying the solvability condition or
7

redholm alternative for each critical eigenvector. We get the following
Fig. 9. Numerical spectrum of the adjoint operator 𝐿† with 𝜇 = −0.218, 𝑑𝑟 = 1.1,
𝑑𝑖 = 0.7, 𝛾𝑟 = −1, 𝛾𝑖 = 0.5, and 𝛥𝑥 = 0.4. The circles, the square, and the triangle are only
he eigenvalues obtained numerically. The purple circle, the red square, and the yellow
riangle are the critical values. The lower panels show the respective eigenfunctions of
he critical elements.

quations using the symmetry properties of the eigenvectors, and after
traightforward calculations (reduced pulse dynamics)

�̇� = 𝑔𝜒 + 𝑓𝜒3, (32)
�̇�0 = 𝑎𝜒, (33)
̇ 0 = 𝑏𝜒2, (34)

here

=
𝑑𝑟⟨𝜓𝑎𝑠𝑅 |𝜌3𝑎𝑠⟩ + 5⟨𝜓𝑎𝑠𝑅 |𝑅2

𝑙𝑠𝜌𝑎𝑠⟩ + 4𝛾𝑖⟨𝜓𝑎𝑠𝜑 |𝑅𝑙𝑠𝜌2𝑎𝑠⟩

⟨𝜓𝑎𝑠𝑅 |𝜌𝑎𝑠⟩ + ⟨𝜓𝑎𝑠𝜑 |𝜔𝑎𝑠⟩

− 1
6

⟨𝜓𝑎𝑠𝜑 |

𝜕𝑥𝑥𝑅𝑙𝑠
𝑅4
𝑙𝑠
𝜌2𝑎𝑠⟩

⟨𝜓𝑎𝑠𝑅 |𝜌𝑎𝑠⟩ + ⟨𝜓𝑎𝑠𝜑 |𝜔𝑎𝑠⟩
, (35)

𝑔 =
⟨𝜓𝑎𝑠𝑅 |𝜌𝑎𝑠⟩

⟨𝜓𝑎𝑠𝑅 |𝜌𝑎𝑠⟩ + ⟨𝜓𝑎𝑠𝜑 |𝜔𝑎𝑠⟩
𝛥𝜇, (36)

𝑎 =
2𝑑𝑖⟨𝜓 𝑡𝜑|𝑅𝑙𝑠𝜌𝑎𝑠⟩ + 4𝛾𝑖⟨𝜓 𝑡𝜑|𝑅

3
𝑙𝑠𝜌𝑎𝑠⟩ + ⟨𝜓 𝑡𝜑|

𝜕𝑥𝑥𝜌𝑎𝑠
𝑅𝑙𝑠

⟩

⟨𝜓 𝑡𝜑|𝜕𝑥𝜙𝑙𝑠⟩ + ⟨𝜓 𝑡𝑅|𝜕𝑥𝑅𝑙𝑠⟩

+
𝜇⟨𝜓 𝑡𝑅|𝜌𝑎𝑠⟩ − ⟨𝜓 𝑡𝜑|

𝜕𝑥𝑥𝑅𝑙𝑠
𝑅2
𝑙𝑠
𝜌𝑎𝑠⟩ + 3𝑑𝑟⟨𝜓 𝑡𝑅|𝑅

2
𝑙𝑠𝜌𝑎𝑠⟩

⟨𝜓 𝑡𝜑|𝜕𝑥𝜙𝑙𝑠⟩ + ⟨𝜓 𝑡𝑅|𝜕𝑥𝑅𝑙𝑠⟩

−
⟨𝜓 𝑡𝑅|𝜕𝑥𝑥𝜔𝑎𝑠𝑅𝑙𝑠⟩ + ⟨𝜓 𝑡𝑅|𝜕𝑥𝑥𝜙𝑙𝑠𝜌𝑎𝑠⟩ + 2⟨𝜓 𝑡𝑅|𝜕𝑥𝜔𝑎𝑠𝜕𝑥𝑅𝑙𝑠⟩

⟨𝜓 𝑡𝑅|𝜕𝑥𝜙𝑙𝑠⟩ + ⟨𝜓 𝑡𝑅|𝜕𝑥𝑅𝑙𝑠⟩

−
5𝛾𝑟⟨𝜓 𝑡𝑅|𝜌𝑎𝑠𝑅

4
𝑙𝑠⟩

⟨𝜓 𝑡𝜑|𝜕𝑥𝜙𝑙𝑠⟩ + ⟨𝜓 𝑡𝑅|𝜕𝑥𝑅𝑙𝑠⟩
, (37)

𝑏 =
3𝑑𝑟⟨𝜓

𝜑
𝑅 |𝑅𝑙𝑠𝜌

2
𝑎𝑠⟩ − ⟨𝜓𝜑𝑅 |𝜕𝑥𝑥𝜔𝑙𝑠𝜌𝑎𝑠⟩ − 2⟨𝜓𝜑𝑅 |𝜕𝑥𝜔𝑎𝑠𝜕𝑥𝜌𝑎𝑠⟩

⟨𝜓𝜑𝜑 |1⟩

+
𝑑𝑖⟨𝜓

𝜑
𝜑 |𝜌2𝑎𝑠⟩ + 6𝛾𝑖⟨𝜓

𝜑
𝜑 |𝑅2

𝑙𝑠𝜌
2
𝑎𝑠⟩ +

1
2 ⟨𝜓

𝜑
𝜑 |

𝜕𝑥𝑥𝑅𝑙𝑠
𝑅3
𝑙𝑠
𝜌2𝑎𝑠⟩

⟨𝜓𝜑𝜑 |1⟩

+
2⟨𝜓𝜑𝜑 |(𝜕𝑥𝜔𝑎𝑠)2⟩ − 𝑐⟨𝜓

𝜑
𝑅 |𝜕𝑥𝜌𝑎𝑠⟩ + 𝑐⟨𝜓

𝜑
𝜑 |𝜕𝑥𝜔𝑎𝑠⟩

⟨𝜓𝜑𝜑 |1⟩
. (38)

t is important to note that the coefficient 𝑔 is proportional to the bifur-
ation parameter 𝛥𝜇, which order is 𝜖2. When numerically evaluating

the coefficient 𝑓 , we find that it is negative and of order 0.01.
Eq. (32) shows that the system has a pitchfork bifurcation for the

asymmetric mode; for positive 𝜇, depending on the initial condition, 𝜒
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acquires a positive or negative value of the form 𝜒 =
√

𝑔∕|𝑓 | ∼ 𝛥𝜇1∕2,
which is consistent with the numerical observations illustrated in Fig. 5.
We infer from Eq. (33) that the pulse velocity 𝑣 = �̇�0 is proportional
to the asymmetric mode amplitude 𝜒 , that is, 𝑣 ∼ 𝜒 ∼ 𝛥𝜇1∕2, see
Fig. 5. So, the speed increases with the square root of the bifurcation
parameter. Hence, if the mode has a positive (negative) amplitude, the
pulse propagates to the right (left) flank. Formula (34) tells us how
the traveling pulse oscillation frequency 𝛺 + �̇�0 is adjusted, which is
proportional to the square of the asymmetric mode amplitude, i.e., 𝛺+
�̇�0 ∼ 𝛺+𝛥𝜇. Then, the frequency increases linearly with the bifurcation
parameter, as shown in Fig. 5.

We have numerically evaluated the coefficients of the reduced
pulse dynamics model and compared this description with numeri-
cal simulations of the Ginzburg–Landau cubic–quintic equation with
diffractive coupling finding a good agreement. Fig. 10 summarizes this
comparison.

Note that a similar reduced method has been used by one of our
authors to characterize the transition from motionless to traveling
localized structures in a scalar prototype model of pattern forma-
tion [21]. The central manifold that characterizes the dynamics of this
transition is composed of the position of the localized structure and
the amplitude of the asymmetric mode that produces the spontaneous
symmetry breaking. Hence, the transition of these localized structures is
described by a model similar to the set of Eqs. (32) and (33). Likewise,
transitions between stationary and traveling fronts in parametrically
driven systems have been described using the same strategy and ob-
taining a similar set of equations for the front position and asymmetric
modes [23,24].

3.1. Beyond the supercritical transition

As one moves away from the transition from traveling to static
pulses, one observes that the dynamical behavior is no longer described
by the reduced model (see Fig. 10). To account for the change in
the behavior of the speed and frequency of the pulse away from the
bifurcation point, we consider the following ansatz
(

𝑅
𝜙

)

=

(

𝑅𝑠𝑙[𝑥 − 𝑥0(
√

𝜖𝑡)]
𝛺𝑡 + 𝜙𝑠𝑙[𝑥 − 𝑥0(

√

𝜖𝑡)]

)

+
√

𝜖𝜒(𝜖2𝑡)
(

𝜌𝑎𝑠(𝑥 − 𝑥0)
𝜔𝑎𝑠(𝑥 − 𝑥0)

)

+
(

0
𝜙0(𝜖𝑡)

)

+ 𝜖5∕2
(

𝑃 (𝑥, 𝑥0, 𝜒)
𝛩(𝑥, 𝑥0, 𝜒)

)

. (39)

Using the same method of the previous section, and after straightfor-
ward calculations, we find the following amended reduced model

�̇� = 𝑔𝜒 + 𝑓𝜒3 + ℎ𝜒5, (40)
�̇�0 = 𝑎𝜒, (41)
�̇�0 = 𝑏𝜒2, (42)

where

ℎ = −
⟨𝜓𝑎𝑠𝜑 |

𝜌5𝑎𝑠
𝑅5
𝑙𝑠
𝜕𝑥𝑥𝑅𝑙𝑠⟩

⟨𝜓𝑎𝑠𝑅 |𝜌𝑎𝑠⟩ + ⟨𝜓𝑎𝑠𝜑 |𝜔𝑎𝑠⟩
(43)

is a negative coefficient. To carry out the above calculation, we assume
that 𝑓 is of order 𝜖2. Because the cubic coefficient is negative and small,
and the quintic nonlinearity is negative and order one, the system
presents a continuous supercritical bifurcation governed by the quintic
term far from the bifurcation. The amplitude of the asymmetric mode
now takes the form

𝜒 =

√

𝑓 +
√

𝑓 2 + 4|ℎ|𝑔
|ℎ|

. (44)

Then the amplitude of the symmetric mode increases with the bifur-
cation parameter as 𝜒 ∼ (𝛥𝜇)1∕4. Likewise, the pulse speed increases
with the power 1∕4, 𝑣 = �̇�0 ∼ (𝛥𝜇)1∕4. Fig. 10a shows how the pulse
speed follows a 1/4 power law. Note that the pulse speed is in excellent
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Fig. 10. Pulse speed and frequency as a function of bifurcation parameter of the
Ginzburg–Landau model Eq. (15) with 𝑑𝑟 = 1.1, 𝑑𝑖 = 0.7, 𝛾𝑟 = −1, 𝛾𝑖 = 0.5, 𝛥𝑥 = 0.4,
and 𝛥𝑡 = 0.05. (a) Pulse speed as a function of the bifurcation parameter 𝜇. The circles
account for the speed of the pulses obtained numerically. The red and purple curves
account for the different power laws valid near (𝑣 = 61.22

√

−𝜇 − 𝜇𝑐 with 𝜇𝑐 = −0.2181)
and far (𝑣 = ±10.74 4

√

−𝜇 − 𝜇𝑐 ) from the transition point. (b) Pulse frequency as a
function of the bifurcation parameter. The circles account for the pulse frequencies
obtained numerically from motionless and traveling pulses. The red and purple curves
account for the different power laws valid near (�̇�0 = 1008(𝜇𝑐 − 𝜇) +𝛺0 and 𝛺0 = 0.47)
and far (�̇�0 = 23(𝜇𝑐 − 𝜇)0.41 +𝛺0) from the transition point.

agreement with the previous prediction. On the other hand, the pulse
frequency depends on 𝜒2, so the frequency increases with the square
root of the bifurcation parameter �̇�0 ∼ (𝛥𝜇)1∕2. Fig. 10b shows this
behavior. The agreement, in this case, is not total due to the effect of
the upper non-linear terms not considered in our approximation.

4. Laser dynamics close to lasing or oscillatory instability: class B
lasers

The natural equilibrium of the set of Eqs. (1) is the non-lasing state
𝐸 = 0, 𝐺 = 𝐴, and 𝑄 = 𝐵, which corresponds to the quiescent state.
This state exhibits a lasing or oscillatory instability, Andronov–Hopf
bifurcation, for 𝐴𝑐 = 𝐵 + 1 with 𝛾 > 0 and a characteristic frequency
𝑖(𝐵𝛽 − 𝛼𝐴𝑐 ). To address the dynamical behaviors of this instability, we
use the method of normal forms [57], which accounts for the evolution
of the critical modes, the central manifold. Let us consider the ansatz

⎛

⎜

⎜

⎜

⎜

⎝

𝐸
𝐸∗

𝐺
𝑄

⎞

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎝

0
0
𝐴𝑐
𝐵

⎞

⎟

⎟

⎟

⎟

⎠

+ 𝐶

⎛

⎜

⎜

⎜

⎜

⎝

1
0
0
0

⎞

⎟

⎟

⎟

⎟

⎠

+ 𝐶∗

⎛

⎜

⎜

⎜

⎜

⎝

0
1
0
0

⎞

⎟

⎟

⎟

⎟

⎠

+ |𝐶|2

⎛

⎜

⎜

⎜

⎜

⎝

0
0

−𝐴𝑐
−𝐵

⎞

⎟

⎟

⎟

⎟

⎠

+ |𝐶|4

⎛

⎜

⎜

⎜

⎜

⎝

0
0

𝐴𝑐 + 2𝐴𝑐
(𝐵(𝑠−1)−1)

𝛾
𝐵𝑠 + 2𝐵 (𝐵(𝑠−1)−1)

𝛾

⎞

⎟

⎟

⎟

⎟

⎠

+ ℎ.𝑜.𝑡,

where 𝐶 = 𝐶(𝑥, 𝑡) is the complex amplitude of the critical mode, 𝐶∗

stands for the complex conjugate of 𝐶, and ℎ.𝑜.𝑡 accounts for higher
order terms in the amplitude 𝐶. Introducing the previous ansatz in the
set of Eqs. (1), and after straightforward calculation, we get

𝜕𝐶 =
(

𝜇′ + 𝑑′|𝐶|2 + 𝛤 |𝐶|4
)

𝐶 + 𝑖 𝜕
2𝐶 , (45)
𝜕𝑡 𝜕𝑥2
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where

𝜇′ = 𝛥 + 𝑖[𝐵𝛽 − 𝛼𝐴𝑐 − 𝛼𝛥], (46)
𝛥 = 𝐴 − 𝐴𝑐 = 𝐴 − 𝐵 − 1, (47)
𝑑′ = 𝐵(𝑠 − 1) − 1 + 𝑖 [𝛼(𝐵 + 1) − 𝛽𝐵𝑠] , (48)
𝛤 = (𝐵 + 1 − 𝐵𝑠2) − 𝑖[𝛼(𝐵 + 1) − 𝛽𝐵𝑠2] +

+
2(1 − 𝐵(𝑠 − 1))

𝛾
(𝐵(𝑠 − 1) − 1 + 𝑖𝛺) , (49)

𝛺 = 𝛼𝐴𝑐 − 𝛽𝐵𝑠. (50)

ote that 𝛥 is the bifurcation parameter. Hence, the oscillatory bifurca-
ion accounts for a subcritical instability described by the cubic–quintic
inzburg–Landau equation (45), where Re (𝑑′) > 0 and Re (𝛤 ) < 0.
herefore, as we show in Section 3, this model has a supercritical
ransition between motionless to traveling pulses. Unlike model (15), in
his lasing instability, the coefficients of the amplitude equation depend
n the recombination rates of non-radiative carriers 𝛾. Note that in
he adiabatic limit, 𝛾 → ∞, we recover Eq. (15), but the amplitude
quation (45) is valid also for finite 𝛾, which accounts for class B
emiconductor lasers.

. Conclusion

We have studied theoretically and numerically the transition from
raveling to motionless pulses in vertical-cavity semiconductor lasers
ith a saturable absorber. Numerically, we found that semiconductor

asers with saturable absorbers exhibit propagative and static pulses.
owever, experimental observations of this transmission have yet to
e reported. To comprehend this transition, we have explored two
ifferent approaches. The first approach involves the adiabatic elimina-
ion of the charge carriers associated with a class A laser. The second
pproach involves analyzing the class B laser dynamics near the lasing
nstability. Indeed, in the adiabatic elimination limit, we consider large
on-radiative carrier recombination rates. In this limit, we numerically
ave observed that the pulses exhibit a supercritical transition between
raveling to motionless pulses. Using the asymptotic behavior of the
ulse, we were able to set formulas for the pulse speed and frequency;
oth have an excellent agreement with the numerical findings. We have
lucidated that the observed transition corresponds to the spontaneous
reaking instability of reflection symmetry in the weak amplitude limit.
e have established an equation for the pulse position, asymmetric

mplitude, and frequency based on the reduction method. This model
hows quite fair agreement with the numerical simulations for the
ifferent approaches considered for the semiconductor lasers with the
aturable absorber. Close to the lasing instability, the system is de-
cribed by the same equation as in the weak amplitude limit but with
ifferent parameters. Therefore, around this instability, the system also
resents a supercritical transition from motionless to traveling pulses.

The adiabatic limit considered in the present work for the semicon-
uctor laser with a saturable absorber is not realistic in experiments
here excitable pulses have been observed since eliminating simul-

aneously the carries is impossible to achieve in lasers with good
avities. However, this limit allows a semi-analytical understanding of
he properties of pulses and their respective instabilities. Note that near
he lasing instability, the same type of pulses and transitions between
hem are expected to be observed.

Depending on the initial conditions, semiconductor lasers can ex-
ibit multi-pulse solutions. It is also known that the Ginzburg–Landau
quations display bound states of motionless pulses [58]. It is then
xpected that these bound states can also exhibit transitions from
tationary bound states to traveling ones. Work on this type of tran-
ition and interaction of pulses is in progress. The possibility of using
ulses excited and controlled by light opens the opportunity for new
ptoelectronic elements, which can be used as logic gates [59]. But to
ove in this direction, it is essential to understand the interaction of

hese pulses in the different regimes. Studies in this direction are in
rogress.
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