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Out of equilibrium systems under the influence of enough energy injection exhibit complex
spatiotemporal behaviors. Based on a liquid crystal light valve experiment with translational optical
feedback, we observe propagation, spatiotemporal intermittency, and defect turbulence of striped waves. A
prototype model of pattern formation with translational coupling shows the same phenomenology. Close to
the spatial instability, a local amplitude equation is derived. This amplitude equation allows us to reveal the
origin and bifurcation diagram of the observed complex spatiotemporal dynamics. Experimental
observations have a qualitative agreement with theoretical findings.
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Nonequilibrium processes often lead to the formation of
dissipative structures in nature [1–4]. These processes are
characterized by constantly injecting and dissipating
energy. When the injection of energy is small compared
to dissipation, equilibria are usually characterized by being
uniform and stationary. Increasing the energy injection can
develop a pattern from a homogeneous state through
spontaneous breaking of symmetries [1–4]. At the onset
of this instability, a general strategy to describe the
dynamics is achieved through amplitude equations [3–5].
This description permits us to explain the emergence of
stripes, hexagons, rhombic, quasicrystals, superlattice tex-
tures, and the alternation between them among other
phenomena [3–7]. In nonlinear optics, the coupling of
light to a polarizable medium is the primary mechanism of
pattern formation (see review [8] and references therein).
One of the difficulties to face is the proper alignment of the
light since a small deviation can generate deformations and
dynamics of patterns. This misalignment can trigger a
transition from hexagon to stripe or square pattern [9,10].
From a theoretical point of view, optical misalignment can
be modeled by translational couplings. Namely, the
dynamics that are steering the system under study depend
on physical variables in its local position and on what
happens in a position at a given distance [10–12]. This type
of dynamics can induce that localized patterns to propagate
and even emit vortices with a structure such as von Kármán
street [12]. Asymmetric differential integral terms can be
described by translational couplings. This type of coupling
has been used to describe the dynamical behaviors of
several systems such as neurons [13], vegetation self-
organization in nonuniform topography [14], fluid surface
dynamics, and optical fibers [15]. Selection and transition
of stationary two-dimensional patterns in optical experi-
ments with translational coupling have been established

[9,10]. However, the understanding of complex spatiotem-
poral patterns remains unexplored.
This Letter aims to investigate how the translational

coupling in pattern-forming systems brings out the emer-
gence and transition of complex spatiotemporal behaviors.
Based on a liquid crystal light valve experiment with
translational optical feedback, we observe the emergence
of striped patterns. Increasing the length of the translational
coupling, the system exhibits transitions to traveling,
spatiotemporal intermittency, and defect turbulence of
striped waves. A universal pattern model, the Turing-
Swift-Hohenberg equation [16,17] with translational cou-
pling, is analyzed. Increasing the length of the translational
coupling, this model exhibits a transition between traveling,
spatiotemporal intermittency, and defect turbulence of
waves. Close to spatial instability, the complex Ginzburg-
Landau equation is derived. This local model allows us to
reveal the origin and bifurcation diagram of the observed
dynamical behaviors. The sequence of experimental bifur-
cations and observations have a qualitative agreement with
theoretical findings.
A flexible and straightforward experiment that displays

pattern formation is the liquid crystal light valve (LCLV)
with optical feedback (see review [18] and references
therein). Figure 1 shows a schematic representation of a
LCLV with an optical feedback. The LCLV is composed of
a nematic liquid crystal (LC) film between a glass and a
photoconductive plate. A dielectric mirror is deposed over
the photoconductive plate. The LC film is planarly aligned,
with a thickness d ¼ 15 μm. The liquid crystal used is a
nematic LC-654 (NIOPIK) with positive dielectric
anisotropy Δε ¼ 10.7, and large optical birefringence
Δn ¼ 0.2. To obtain the maximum polarization change
on the light, we set an angle π=4 between the electric field
orientation of the incident light and the anchoring of the
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cell. Transparent electrodes permit the application of an
external electrical potential V ¼ V0 cosðωtÞ across the LC
layer (ω ¼ 1.0 kHz). The LCLV is illuminated by an
expanded He-Ne laser beam, λ ¼ 633 nm, with 1.5 cm
transverse radius and power Iin ¼ 7.0 mW=cm2. Once the
light is injected into the LCLV, the beam is reflected by the
dielectric mirror. Light is sent to the polarizing beam
splitter cube (PBS), which will carry the light into the
feedback loop given the polarization change the light has
undergone in the LCLV. A nonpolarized beam splitter M
and an optical fiber bundle (FB) have been used to close the
loop. To record the liquid crystal cell plane, we collect the
light with a coupled charge device (CCD) camera.
A 4 − f array is placed in the optical feedback loop to

obtain a self-imaging and the Fourier plane. By means of
the optical fiber bundle, it is possible to adjust the free
propagation length characterized by the L parameter [18].
In order to introduce a translational coupling on the LCLV,
the FB also is displaced in a distance δ in the y direction
(cf. Fig. 1) [9]. When considering a negative free propa-
gation length and a translational coupling (δ ≠ 0), the
hexagonal patterns become striped patterns. Figure 1(b)
shows a typical striped pattern as the consequence of
translational coupling. Unexpectedly, these patterns are
not static. To characterize its dynamics, we monitor the
spatiotemporal evolution of an arbitrary horizontal line of
these patterns. Figure 1(c) illustrates the spatiotemporal
dynamics exhibited by the LCLV with translational cou-
pling. This dynamic behavior presents complex spatiotem-
poral evolution similar to that exhibited by the optical valve
with an anisotropic filter in the Fourier plane [19]. Observe
that if one considers another line, the dynamical behavior
exhibited by the system is similar.

To shed light on the observed dynamics in the LCLV
with optical feedback and translational coupling, let us
consider a simplified mathematical model of pattern
formation with translational coupling, which reads (the
Swift-Hohenberg model with translational coupling [11])

∂tuðy; tÞ ¼ ϵũ − ũ3 − ν∂yyu − ∂yyyyu; ð1Þ

where uðy; tÞ is a scalar order parameter, y and t account
for the spatial coordinate and time, respectively, ũ≡
uðyþ δ; tÞ stands for the translational coupling, ϵ is a
bifurcation parameter, and ν accounts for the local spatial
coupling (coupling to nearest neighbors). When ν is
negative (positive) the term proportional to it accounts
for a diffusive (antidiffusive) process. ∂yy and ∂yyyy are the
Laplacian and bi-Laplacian operator, respectively. For the
sake of simplicity, we consider periodic boundary con-
ditions. A qualitatively similar model to Eq. (1) has been
used to describe the LCLV with translational coupling [9].
When δ ¼ 0, model Eq. (1) becomes the Swift-Hohenberg
model [20]. This paradigmatic equation was deduced
originally to describe the pattern formation on Rayleigh-
Bénard convection [20]. The Swift-Hohenberg equation is
the most simple isotropic and reflection symmetry real
model that shows pattern formation [4].
For ϵ < −ν2=4 and δ ¼ 0, the only equilibrium pre-

sented by the model Eq. (1) is uðy; tÞ ¼ 0. When ϵ ≥
−ν2=4 and δ ¼ 0, the model presents a family of motion-
less patterns of wave number of the order

ffiffiffi
ν

p
, which

emerge through a supercritical transition. Figure 2(a)
shows the spatiotemporal evolution and envelope of
uðy; tÞ of the typically observed pattern. The envelope of
uðy; tÞ is computed by the transformation Hðy; tÞ ¼
j R∞

−∞½
R∞
0 uðy0; tÞeikðy0−yÞdy0�dk=πj [21]. In addition,

the right panels display the temporal average of the
power spectrum of the envelope SðkÞ ¼R
T
0 j R∞

−∞ Hðy; tÞe−ikydyj2dt= ffiffiffiffiffiffiffiffiffi
2πT

p
. From this figure, we

infer that the pattern has a well-defined dominant wave-
length. By increasing the translational parameter, stationary
patterns become propagative waves in a direction deter-
mined by the δ sign [see Fig. 2(b)]. Note that these waves
are slightly asymmetric and have a uniform envelope. This
propagative phenomenon can be understood as a result that
small translational coupling induces linear and nonlinear
drag effects [22]. Namely, it is possible to approximate the
nonlocal term by ũ ≈ uðy; tÞ þ δ∂yu when δ ≪ 1.
Notwithstanding, when δ is large enough, uniform

traveling waves suffer an instability that gives rise to the
emergence of defects in the traveling wave. Defects are
characterized by being zero of the envelope wave, i.e., the
wave exhibits a phase singularity. Observe that defects
separate regions with almost uniform wave amplitudes.
Defect dynamics present complex spatiotemporal evolution
characterized by generating triangular shaped regions of
uniform wave amplitude with different sizes. Figure 2(c)
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FIG. 1. (a) Schematic representation of the setup. LCLV is a
liquid crystal light valve, PBS polarized beam splitter, M
accounts for mirrors, V0 the voltage applied to the liquid crystal
layer, CCD charge-coupled device camera, L free propagation
length, FB optical fiber bundle, and δ translational length.
(b) Snapshot of the striped pattern obtained with L ¼ −4.0 cm
and δ ¼ 50 μm. (c) Spatiotemporal evolution of the profile of the
striped pattern in the dashed line illustrated in (b).
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shows the typical observed dynamics. The envelopeHðy; tÞ
allows us to clearly visualize the complex dynamics.
Hence, in the spatiotemporal diagram, the system is
characterized by presenting an alternation between regular
and irregular region. This type of dynamical behavior is
usually called spatiotemporal intermittency [23]. The
temporal average of the power spectrum of the envelope
allows us to find relationships between the dynamics of
different spatial modes. Right panel of Fig. 2(c) illustrates
this power spectrum SðkÞ. This spectrum is characterized
by having a power law for large wave numbers, SðkÞ ∼ k−5.
From this figure, we infer that the dynamics exhibited by
the defects of the traveling waves has a turbulentlike nature
[24]. Further increasing the translational coupling param-
eter δ, the spatiotemporal intermittency is replaced by the
permanent or almost uniform emergence of defects [see
Fig. 2(d)]. Namely, the appearance of defects is not
intermittent. From the behavior of the envelope and its
respective power spectrum, we conclude that this type of
spatiotemporal dynamics corresponds to defect turbulence
[23]. The power spectrum is characterized by maintaining a

power law for large wave number SðkÞ ∼ k−5. From the
point of view of defect production, it is not possible to
identify the transition between spatiotemporal intermit-
tency and defects turbulence. An efficient way to determine
this transition is characterizing the statistics of regular and
irregular regions of spatiotemporal evolution [25,26]. From
defect turbulence equilibrium, when one decreases δ the
emergence of spatiotemporal intermittency is observed,
which remains in a large area of the parameter space
coexisting with the uniform traveling wave. Hence, spa-
tiotemporal intermittency presents a hysteresis loop with
the traveling wave of uniform amplitude. Figure 3 shows
the numerical phase diagram of the Swift-Hohenberg
model with translational coupling Eq. (1).
To shed light on the origin of the previous dynamical

behaviors, we will perform a weakly nonlinear analysis.
Close to the transition between the homogeneous state and
the traveling waves, convective instability induced by the
nonlocal term [27,28], we can introduce the envelope
ansatz

uðx; tÞ ¼ aAeiðkcy−ωctÞ þ aĀe−iðkcy−ωctÞ þWðA; ĀÞ; ð2Þ
in Eq. (1), where A is the complex amplitude of the critical
wave, kc is the critical wave number that satisfies the
relation k4c ¼ ε cosðkcδÞ þ νk2c, ωc ¼ ϵ sinðkcδÞ is the wave
frequency, μ ¼ Δϵ cosðkcδÞ − ϵkcΔδ sinðkcδÞ is the bifur-
cation parameter that characterizes the convective insta-
bility, a ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 cosðkcδÞ

p
is a normalization constant, and

WðA; ĀÞ accounts for nonlinear corrections in amplitude A.
Linearizing in W and imposing a solvability condition, the
amplitude satisfies the convective and complex Ginzburg-
Landau equation [29]
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FIG. 2. Spatiotemporal evolution of patterns in the Swift-
Hohenberg model with translational coupling Eq. (1). The left,
center, and right panels are spatiotemporal diagrams of uðy; tÞ,
envelope of uðy; tÞ [HðuÞ], and the temporal average power
spectra SðkÞ of the envelope. (a) ϵ ¼ −0.08, δ ¼ 0.0,
(b) ϵ ¼ −0.3, δ ¼ 1.0, (c) ϵ ¼ −0.3, δ ¼ 1.35, and
(d) ϵ ¼ −0.8, δ ¼ 1.51. The insets illustrate a magnification of
the temporal space diagram.
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FIG. 3. Phase diagram of the Swift-Hohenberg model with
translational coupling Eq. (1) with ν ¼ 1.0. HSS, TW, STI, and
DT account for the homogeneous steady state u ¼ 0, traveling
wave with uniform envelope, spatiotemporal intermittency, and,
defect turbulence, respectively. The solid (red) curve, μ ¼ 0,
accounts for the convective instability. The solid curve BF
describes the Benjamin-Fair instability. The dashed line Γ
accounts for the transition between spatiotemporal intermittency
to traveling waves. Red dots are the transition lines obtained by
direct numerical simulations. The insets show the respective
dynamic behaviors observed.
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∂tA ¼ μA − ð1þ iβÞjAj2Aþ ð1þ iαÞ∂2
zAþ v∂zA; ð3Þ

where the dimensionless spatial coordinate z≡ x=z0
with z0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6k2c − νþ εδ2 cosðkcδÞ=2

p
, diffraction α≡

εδ2 sinðkcδÞ=2z20, nonlinear frequency response β≡
tanðkcδÞ, and advective speed v ¼ εδ cosðkcδÞ=z0.
In the limit of local dynamic, δ ¼ 0, one recovers the

Ginzburg-Landau equation with real coefficients
(α ¼ β ¼ v ¼ ω ¼ 0), which describes the emergence of
patterns [3]. In the case of periodic boundary conditions by
considering the comobile coordinate system, the advective
term in Eq. (3) can be eliminated. However, for other
boundary conditions, this advective term is relevant to
explain the transition from convective and absolute insta-
bility [27] and pinning-depinning of patterns [30]. The
bifurcation parameter μ ¼ 0 accounts for the convective
instability of the homogeneous state (see Fig. 3). This
instability gives rise to a family of traveling waves of the
form Apðy; tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
μ − p2

p
ei½pyþðv−βðμ−p2Þ−αp2Þt�. Stability

analysis of this traveling wave for p ¼ 0, allows obtaining
the Benjamin-Fair (BF) critical curve, 1þ αβ ¼ 0 [29].
Figure 3 shows the BF curve in the parameter space fϵ; δg.
It is expected to find phase turbulence for small β and
significant α [23]. However, this is not possible to observe
for the parameters generated from the fϵ; δg space. The
only phenomenon observed from the Ginzburg-Landau
equation is the transition from waves to defect turbulence,
which is expected for small α and large β [23]. It is also well
known that this instability is of a subcritical nature; that is,
coexistence is observed between the defects turbulence and
traveling waves. By decreasing the parameter of instability,
the defects’ turbulence is replaced by spatiotemporal
intermittency, which coexists with the traveling waves.

Note that this dynamical behavior is consistent with the
phenomena observed in the spatiotemporal intermittency
region in Fig. 3. The transition between spatiotemporal
intermittency to traveling waves was characterized numeri-
cally [23]. Using this numerical characterization, we have
interpolate this transition curve, indexed by Γ, in the phase
space represented in Fig. 3. In brief, the Ginzburg-Landau
equation allows us to reveal the origin of all the intricate
dynamics exhibited by the prototype pattern formation
model with the translational coupling Eq. (1).
To compare the entire previous scenario with experi-

mental observations onto the liquid crystal light valve with
optical translational feedback, we must first consider more
realistic boundary conditions than periodic ones and
adequate domain of simulation. We have conducted
numerical simulations of model Eq. (1), where a few
numbers of wavelength is allowed. Note that experimen-
tally, we observe about 20 wavelengths. Furthermore,
we have considered Dirichlet boundary conditions
uðy ¼ 0; tÞ ¼ uðy ¼ L; tÞ ¼ 0.
Experimentally and numerically, the parameters are in

the region where pattern formation is observed. When a
small translational length is included, we observe a static
pattern due to pinning, induced by the boundary conditions
[30] (see top panels in Fig. 4). When δ is increased, the
pattern become propagative, but as a consequence of the
boundary conditions, systematically appear and disappear
dislocations in the spatiotemporal diagrams [cf. Figs. 4(b)
and 4(e)]. Further increasing the translational coupling
length, patterns exhibit intermittent behaviors, character-
ized by having a power spectrum with power laws. Figure 4
summarizes the spatiotemporal evolution of the pattern
observed in the model Eq. (1) and the liquid crystal valve
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FIG. 4. Spatiotemporal evolution and the temporal average power spectra SðkÞ of the envelope of the pattern observed in the model
Eq. (1) by ϵ ¼ −0.1 and the liquid crystal valve with translational optical feedback. Left panels: numerical simulations with δ ¼ 0.0 (a),
0.2 (b), and 1.51(c). Right panels: experimental observations with δ ¼ 0� 5 μm (d), δ ¼ 25� 5 μm (e), and δ ¼ 50� 5 μm (f).
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with optical translated feedback. Hence, experimental
observations and sequence of transitions have a qualitative
agreement with theoretical findings. However, the critical
exponents of the spatiotemporal intermittency are not the
same. Theoretical characterization from a first principles
model is in progress.
In conclusion, we have shown that systems under

translational coupling exhibit transition to spatiotemporal
intermittency and turbulence of defects. The translational
coupling can be described as an asymmetric differential
integral term. This type of coupling has been used to
describe various systems in population dynamics, nonlinear
optics, fluids, and ecology. Hence, the results presented are
relevant in various physical contexts.
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