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We analyze the computation of n-point correlation functions in de Sitter spacetime, including
loop corrections, using the wavefunction of the universe approach. This method consists of two
stages employing distinct Feynman rules. First, one must compute the wavefunction coefficients
using interactions as vertices. Then, in the second stage, one computes correlation functions using
wavefunction coefficients as vertices. For massless fields, loop corrections in the first stage are free
of infrared (IR) divergences, which leads to the question of how this matches the well-known IR
behavior of correlators obtained via other methods. By considering a scalar field with an arbitrary
potential, we compute n-point correlation functions to first order in the potential but to all orders
in loops. We find that, although loop integrals in the first stage are indeed IR convergent, the
second procedure reintroduces the IR divergence. We discuss how this induces renormalization of
the interaction potential such that the final result combining both steps exactly matches the form
of n-point functions previously calculated with other methods.

I. INTRODUCTION

Understanding the behavior of correlation functions of
light fields in de Sitter spacetime is crucial for explor-
ing quantum field theory in cosmological contexts [1-17].
Its far-reaching implications not only affect the status
of de Sitter space itself as a stable gravitational back-
ground [18-20] but also cosmological phenomenology [21-
25]. Indeed, the observed cosmic web reflects the initial
conditions that led to its formation, which are generated
dynamically during an early de Sitter evolutionary stage:
cosmic inflation.

There exist several methods to compute such corre-
lation functions. In flat-space QFT, one defines asymp-
totically free states which allow for a perturbative com-
putation of in-out amplitudes encoding the probability
of an initial condition to evolve into a final state. In
curved spacetime, due to spontaneous particle produc-
tion induced by curvature [26], defining asymptotic states
is subtle. What one can safely do is to define quantum
states momentarily. To adapt to this feature, the flat-
space operator formalism generalizes to the in-in formal-
ism [27-29], where the main object of interest becomes
the equal-time m-point function, which correlates fixed
initial conditions (“in” states) as they evolve towards the
future.

In path integral language, switching to in-in correlators
schematically corresponds to a folding of the temporal
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contour with respect to the flat-space path integral. The
result is a path integration along the Schwinger-Keldysh
(SK) contour [30, 31], which essentially captures the cor-
relation of states defined in the asymptotic past, at a
specific moment in their evolution corresponding to the
folding point of the contour. The partition function then
serves as a generating function of the aforementioned
equal-time correlators.

The third way of computing correlators, and the
method employed herein, is the wavefunction of the uni-
verse (WFU) formalism [27, 32-35]. This approach is
quite intuitive in time-dependent spacetimes, such as cos-
mological de Sitter, which provides a fairly accurate de-
scription of the inflationary background. Having a 341
dimensional spacetime foliation in mind and given that
we are interested in correlators at a fixed time-slice, as
per common practice, we distinguish between boundary
objects depending only on the time of interest, and bulk
objects that depend on the whole history.

In a nutshell, the wavefunction of the universe dictates
the projection of a boundary quantum state onto the ba-
sis of bulk-field eigenstates, which, in turn, encodes the
probability that a given bulk configuration ends up at a
specific boundary state. Due to this bulk-boundary split,
it is no accident that this formalism has been instrumen-
tal in the development of the cosmological bootstrap pro-
gram [34, 35], which seeks to derive properties of bound-
ary observables from fundamental principles like local-
ity, unitarity, and causality, without explicit reference to
their bulk dynamics.

In this work, we will limit ourselves to delineating the
exact correspondence between the WFU and the in-in or
SK formalisms for a scalar field in de Sitter space with
arbitrary self-interactions. Our calculations are exact to
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linear order in the potential. The nontrivial character
arises due to the generality of the interaction, which, in
perturbation theory, translates to an infinite number of
vertices. Consequently, each n-point correlator receives
contributions from all the vertices of order m > n, which
are organized in an infinite series of corrections to the
bare couplings. Diagrammatically, these corrections can
be represented as daisy loops (carrying no external mo-
mentum) dressing the interaction vertices [23]. The re-
sulting Witten diagrams are the simplest nontrivial dia-
grams capturing most of the subtleties arising in de Sitter
dynamics that can be analytically computed; for exam-
ple, just like higher order loops, daisy loops lead to di-
vergences which have to be dealt with. The goal of this
note is to show exactly how the renormalization of these
diagrams operates in the WFU approach.

II. RENORMALIZATION OF
SCHWINGER-KELDYSH CORRELATORS

To set the stage, let us first review the renormaliza-
tion of n-point SK correlation functions [14, 23, 36]. (The
in-in computation is equivalent.) We parametrize the
Poincaré patch of de Sitter space (dS) via the Friedmann-
Lemaitre-Robertson-Walker (FLRW) line element: ds? =
a(t)? (=dr? + da?), with 7 € (—00,0) the conformal time.
The scale factor is given by a(7) = 1/|H|, with the Hub-
ble rate, H, setting the de Sitter radius. Our scalar field
theory is then governed by the following action:

S[¢]:/d3xd7a4|:£ (vo)®
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where an overdot denotes a derivative with respect to
conformal time.

Our only assumptions are that 1) the arbitrary bare
potential Vy,(¢) is analytic, that is, it equals its Taylor se-
ries at any point, and 2) it is subleading compared to the
Hubble rate, such that the probe (or spectator) approxi-
mation holds.> A prime example of this sort of dynamics
is the case of axions during inflation, with a potential
given by V(@) o< 1 - cos(¢/f). Note that such potentials
are bounded and can thus be accurately treated within
the perturbative scheme discussed here.

Given the action in Eq. (1), we may first quantize the
free theory in the usual manner. For simplicity, we choose
to perturb around the massless theory with Bunch-Davies
initial conditions, utilizing the positive energy dS mode
function:

H

m(l +ikT)e T, (2)

fi(r) =

1 Upon coupling such spectators to the inflaton in some model-
dependent way, their statistics can be directly transferred to the
observable curvature-perturbation distribution, rendering their
study also phenomenologically relevant.

Given the linear solution, we can compute all four SK
propagators, which, due to the structure of the diagram-
matics, can be written in terms of the following combi-
nation:

g(k,m1,7m2) = fir (11) fi, (12), (3)

with f; the complex conjugate of Eq. (2).
An important quantity permeating perturbation the-
ory is the second cumulant, defined as
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where [ b = ] CER This variance is constant and diver-

gent in both the ultraviolet (UV) and the infrared (IR)
limits.? To reveal the former characteristic, it is instruc-
tive to change the momentum variable from comoving k
to physical p = k/a(t) = —HkT, after which the integral
becomes manifestly time independent:

H2 00 dp p2
2 _
UtOt_mA ?(14‘? . (5)
To deal with the divergences one can choose from several
methods, such as dimensional or cutoff regularization.

Opting for the latter and introducing physical scales Aig
and Ayy, we obtain a finite variance given by
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To proceed with the interactions in a perturbative
manner, we next expand the bare potential as
) /\b
ORISR ™)

n=2

Due to this expansion, each n-point function is sourced
by an infinite series of vertices ¢™ with m > n. However,
all these vertices do is to simply reassemble the n-vertex
coupling into

o L
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which can be recast as a Weierstrass transform of the
bare potential [14, 23, 36]. As shown in Ref. [36], to linear
order in the interaction potential (i.e., for single-vertex
diagrams), the theory in Eq. (1) can be renormalized in
the sense that each bare coupling constant )\2 induces a
single counterterm which removes the divergent piece of
o2, leading to a finite observable coupling depending on
renormalized quantities:

obs — )\n 02 "
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L=0

2 The IR divergence is absent in the case of a free massive scalar
since the mass provides a physical IR cutoff [8].



From a Wilsonian perspective one can reach Eq. (6)
for the variance o2,,, which implies that it is a function
of the cutoffs: 02, = o2, (Auv,Ar). In this context,
Eq. (9) can then be interpreted as the running of the
renormalized couplings in such a way that the observ-
able couplings are independent of the cutoff scales. That
is, Ansor (0ot ) o< 07 2L, In other words, the dimensionful
constant oyt sets the renormalization scale.

Having renormalized the vertices, the all-loop, single-
vertex, connected n-point correlator can be written as

(Or1kn ), = (2m)36P) (2 ki) {61y, ), with

obs
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and A% given by Eq. (8).

In what follows, we first extend previous results [37, 38|
to the case of infinite loops dressing n-point correlators:
We demonstrate that the WFU and SK formalisms are
equivalent for the aforementioned particular set of dia-
grams which add up to the correlator in Eq. (10). In ad-
dition, we show how the observable couplings of Eq. (8)
appear in the WFU approach. Contrary to the SK com-
putation, it is known that, here, the IR cutoff has an
obscure role [33, 38]. Indeed, when one computes the
wavefunction coefficients in perturbation theory one en-
counters no need for an infrared regulator since the re-
summation of bulk loops involves an IR-finite variance.
However, in the second step where one computes correla-
tion functions given these wavefunction coefficients, the
IR divergence reappears through boundary loops. In par-
ticular, we demonstrate that, as observed in Refs. [37, 38]
for a single loop, bulk and boundary loops combine in
tandem to yield Eq. (8), which resums an infinite num-
ber of loops.

IIT. WAVEFUNCTION OF THE UNIVERSE

We refer the reader to Appendix A of Ref. [39] for a
concise pedagogical introduction to the formalism. Since
the bulk-boundary language will now be important, we
need to differentiate the notation between the bulk field
and the boundary configuration. We will denote by 7 the
location of the boundary.

We wish to compute the correlators in Eq. (10). Since
these are boundary objects, to do so, the very first
thing we need is an orthonormal basis of boundary
field-eigenstates. To that end, we define the bulk-field
operator ®(7,x), whose spectrum spans all the bulk
field-configurations ending on the same boundary profile

¢(x) = (7, x):
(7, ) |p(x)) = ¢(x) [p()) - (11)

A boundary state |¥) can then be constructed as a linear

combination of the field-eigestates |¢):

V) =

(7)=¢
P(—00)=0

Do U[P]|¢). (12)

In the field representation, the wavefunction then reads

U[g] = (¢()|V). (13)

The correlators in Eq. (10) are computed in the Bunch-
Davies state, which provides a vacuum state at past in-
finity. We thus need to choose |¥) in Eq. (13) to be the
vacuum state at 7 = —oo and then use the evolution op-
erator to evolve it towards the boundary. After some al-
gebra [39], the result is

ES DP 5], (14)

o(r)=¢
P(—o00)=0

Via a saddle-point approximation, this object can be
evaluated in a nonperturbative manner [40]. However,
here we will be interested in a perturbative expansion
around the free theory. To implement such a scheme, it
is convenient to expand the wavefunction in a series as

\I/[(b]:NeXp{ ig%»/k\1 kwm(klv"'vkm)(bkl”'¢km}a

(15)

where A is a normalization factor and

1/’m(k17 cee 7km) = (27T)35(3) (Zkl) w:n(klu cee 7km)

(16)
are the Fourier-space WFU coefficients. These can then
be computed by taking functional derivatives of the wave-
function:

U[0] 0¢k, ¢k,

= \I;LTWE)] f DOIL g, -1 exp(iS[fI)]),
(17)

U (K1, ...

where IIj, = a26f<1>k(?)|7 is the conjugate momentum
=T

evaluated at the boundaTry.

The computation proceeds by expanding the expo-
nential to the desired order and contracting bulk fields
among themselves and with boundary fields, via the bulk-
to-bulk and bulk-to-boundary propagators G(k1;71,72)
and K (k,7), respectively:

<(I)k.1 (Tl)q)k'g (Tg)) = G(kl;T1,T2)(27T)36(3)(k1+k2), (18)
and

(g (7) @, (1)) = =i K (k,71)(27)%0P) (k + K1), (19)



Explicitly, these are given by

G(k;11,72) = fr (11) iy (72)0(71 = 72)
+ fr (72) fie (11)0(72 = 71)

—Eg:;fz;(ﬁ)fé(ﬁ), (20)
and
i [ (1)
K(k,m)= () (21)

with the latter following from the definition of the conju-
gate momentum, which implies that a?0-G(k; 7, 1) ‘ =

T=T
—’LK(]{I, T1 ) .

Note that, in contrast with Section II, here, we need to
choose the negative-frequency mode function f, in order
to satisfy the initial condition ®(x,—o0) = 0 appearing in
the path integral in Eq. (14). For a massless field, this is
just the complex conjugate of Eq. (2).

IV. BULK-LOOP-RESUMED WAVEFUNCTION
COEFFICIENTS

We will compute the wavefunction coeflicients v, to
first order in the interaction potential, using standard
diagrammatical rules. An n-legged vertex, characterizing
a monomial of order n in the Taylor expansion of the
interaction potential, V(®) o %(I)", corresponds to an

oo/\b

dr

integral of the following form:

n legs

N —(2w)35<3)(zkj)¢"+1xn
T J
x/ ara'(). ] (22
Inside the square brackets of Eq. (22), we need to write
every propagator attached to the vertex, which can be

either of two types: internal (bulk-to-bulk)

T1 T2

k

— G(k;11,72), (23)
or external (bulk-to-boundary)

.
-lTﬁ K (k). (24)

As in typical Feynman rules, propagators whose momen-
tum is integrated over correspond to loops. Since we are
considering single-vertex diagrams, such loops must flow
in and out of the same vertex. Finally, symmetry factors
work as in the usual Wick theorem.

In analogy with the computation that led to Eq. (10),
any monomial interaction of order m > n in the Taylor
expansion in Eq. (7) will contribute to the n-point wave-
function coefficient by dressing the bare coupling /\2 with
an arbitrary number of daisy loops. Then, per the above
rules, the wavefunction coefficient with m external legs
can be represented via the following series over Witten
diagrams:

_ —im+1(—1)m

with L counting the loops in each diagram.

The loop integrals in the second line of the above equa-

m+2L /T
A IR ) (

7yt

'K(kl,%)~~~iK(km,%)[/k G(k;T,T)]L, (25)

tion define the following bulk-to-bulk variance:
o3 Efk G(k;7,7)

P o )]



where in the second line we changed the integration vari-
able to physical momentum. Even though we will not
need the explicit form of o3, (which is easy to compute),
it is worth pointing out that, contrary to the variance in
Eq. (4), this expression is regular in the infrared, while it
diverges in the ultraviolet. Nevertheless, as we shall see
in the next section, the IR divergence kicks back in at
the level of the field correlator, which is a crucial feature
since the WFU must yield the same results as the other
methods. Finally, note that just as in the case of the field
variance in Eq. (4), here too, passing to physical momen-
tum renders 0‘% manifestly time-independent, allowing
us to pull it out of the time-integral of Eq. (25). Conse-
quently, the wavefunction coefficients attain the following
form:

2 L
1/};71("71;---, :_ZZ m+2L( )

dT

The first line corresponds to a sum of bulk loops dressing
the bare coupling A\> much like the sum in Eq. (8), with
the only difference being the variance. In the next section,
we will see how this series combines with a boundary loop
resummation to yield Eq. (8).

V. LOOP-RESUMED CORRELATION
FUNCTIONS

Once the wavefunction ¥[¢] is known, one can com-
pute boundary n-point correlation functions as

| Dok, b, [¥[]]”
J Dol Y]
which is nothing but the Born rule. Upon inserting the

expansion in wavefunction coefficients given in Eq. (15),
this can be reexpressed to the desired order as

(Okykon) =

: (28)

(2m)3" 5 ¢
Z[0] 0T g, 0,

(Pryky) = ziU . (29

J=0

where the partition function is defined as

exp{ '/ 2Re Vi (g1, -, Qm)
m= 2m q1;---,9qm

< (27r)3m_L~~~.L}Z0[J]= (30)

Z[J] =

i0J_q, 10J_q,,

with the Gaussian part given by

1
ZO[J]=exp{—5[1JqA(q)J,q}. (31)
The free-theory boundary propagator can be easily de-
duced using the quadratic action in Eq. (17):

1 H?
A = —= — 32
(Q) 2Re 1Z)é,flree(q) 2q3 ( )

The correlators in Eq. (29) can be computed via a dia-
grammatic expansion accompanied by a set of designated
Feynman rules which are different than those encoun-
tered in the previous section. Here, an n-legged vertex
represents not an order n monomial in the Taylor ex-
pansion of the potential but the n-th wavefunction coef-
ficient. The vertex rule thus reads

n legs

- (2#)35(3)( kj)
%pn %

x 2Re . (K, ... kn)[] (33)

As before, inside the square brackets we need to in-
clude every propagator attached to the vertex. As al-
ready noted, contrary to the diagrams involved in the
calculation of the wavefunction coefficient of Eq. (25), the
current diagrams are evaluated entirely at the boundary
7, and hence we do not have to consider time integrals.

Moreover, lines now represent boundary propagators, as
defined in Eq. (32):

s A(R). (34)

Finally, as usual, propagators whose momentum is inte-
grated over correspond to loops, and, since there is only
one vertex per diagram (representing a single wavefunc-
tion coefficient linear in the couplings A, ), these are again
daisy loops.

As per these rules, the n-point correlation function
evaluated at the boundary can be written as the following
series:



k1 kn k1 kn k1 kn
= TIoL f / 2ReYp op (ks kn, g1, —q1, -, qr, —qr) A(k1) - A(kn)A(q1)~A(qr).  (35)
L=0 ** qi1 qL

Comparing this expression to Eq. (25), we immediately
see that it is not a power series in loops since now
the wavefunction coefficients depend on the internal mo-
menta running in the loops, which are being integrated

>, 1
(Orrben) == 2 517
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over. To reach a genuine power series, the final step is to
insert the wavefunction coefficient 1/ ,; from Eq. (27)
into Eq. (35), which yields a factorizable form:

fq/q A(kr)Akn)A(q1)+A(qr,)
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The loop integrals of the above equation define a bulk-
to-boundary variance:

7= [ K(@7)A)
2 2 2ip
_a fd_P 1+2¢£_(£) =3
472 P H \H

which is again manifestly time-independent upon switch-
ing to physical momentum as in the second line. Unlike
the bulk-to-bulk variance in Eq. (26), this variance di-
verges logarithmically in the IR. Further, noting that

(37)

K(k,7)A(k) = g(k,7,7), (38)

with g(k,7,7) given by Eq. (3), and grouping the sums
into

3 SHRS 1 o3 B o3 " b
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we can finally rewrite Eq. (36) as

An T dT _ _

= ﬁ21m{ [oo gg(k177—77—)"'g(kn77—77—)}'
(40)

Next, we may use the binomial theorem to simplify

Eq. (39) to

(Pherooter)

< = 1 (0% +02 B b
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Note that Eqgs. (26) and (37) imply
Y+ T = Tiors (42)

with 02, as in Eq. (5). This renders \,, = A\°"® of Eq. (8).
In other words, we have reached the same loop-resumed
correlation function as the one written in Eq. (10) calcu-
lated with the SK path integral.



VI. CONCLUSIONS

It is well-known that, at tree or 1-loop levels, n-point
correlation functions for an interacting scalar field in de
Sitter space can be calculated using either the Schwinger-
Keldysh path integral (equivalently the in-in formalism)
or the WFU method [37, 38]. We have demonstrated that
this equivalence persists, as expected, in an exact manner
for n-point correlators sourced by an arbitrary analytic
potential.

At the perturbative level, the arbitrariness of the in-
teraction translates into an infinite number of vertices,
which inevitably decorate each contact diagram with an
infinite number of loops. The crucial observation that
allows for a complete match to linear order in the po-
tential is that the bulk loops of the wavefunction coeffi-
cients and the boundary loops of the correlators combine
to yield an all-loop resumed renormalized potential with
coupling constants given by Eq. (8). Our result also advo-
cates for the use of physical variables, which in some cases
render integrals manifestly invariant under time transla-

tions. This is a property that should persist in diagrams
beyond the single-vertex family discussed here and whose
study we leave for future work [41].

Our results may be directly applicable to the bootstrap
program, where they can be used to extend the compu-
tation of correlators beyond tree level. This, in turn, can
serve as a bridge between cosmological dynamics and (for
instance) axion phenomenology, since the latter involves
nonperturbative trigonometric potentials [42] which fall
in the category considered herein.
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