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Correlation functions of light scalar fields in de Sitter spacetime, computed via standard pertur-
bation theory, often exhibit secular growth characterized by time-dependent divergent terms in the
form of powers of lna(t), where a(t) is the scale factor describing cosmic expansion. It is widely be-
lieved that loop corrections further enhance this secular growth. However, in this note, we argue that
this is not necessarily the case: Loop corrections can be systematically handled using standard per-
turbative techniques, such as dimensional regularization, without introducing new ln a(t) terms. We
focus on a canonical massless scalar field ϕ with self-interactions described by a potential V(ϕ), and
analyze correlation functions represented by diagrams with a single vertex and an arbitrary number
of loops. In this framework, infrared divergences can be systematically eliminated with counterterms
at each order in perturbation theory, leading to loop-corrected correlation functions that are indis-
tinguishable from their tree-level forms, with no secular growth from loops. Furthermore, adopting
a Wilsonian perspective, we explore the role of cutoffs in computing loop corrections within effec-
tive field theory and identify the effective potential Veff(ϕ), which guarantees cutoff-independent
observables. We conclude that when infrared comoving cutoffs are used to regularize loop integrals,
time-dependent Wilsonian coefficients are necessary to maintain cutoff-free correlation functions.
Neglecting this time dependence results in secular growth from loops.

I. INTRODUCTION

The aim of this note is to comment on the sta-
tus of loop corrections to n-point correlation functions
of light scalar fields in de Sitter space [1–42]. Non-
derivative interactions—those descending from scalar
field potentials—lead to the appearance of secular growth
in light-field n-point correlation functions in momen-
tum space [1–4]. This growth takes the form of in-
frared asymptotic diverging terms consisting on powers
of lna(t), where a(t) is the scale factor parametrizing the
expansion of flat spatial slices. Already at tree level, n-
point correlation functions in momentum space turn out
to be proportional to [lna(t)]V , with V the number of
vertices participating in a contributing diagram [24, 33].
Do loop corrections alter this behavior? The answer to
this question is often found to be positive [1–30], result-
ing from the way in which loop integrals are dealt with.
We wish to revisit this argument.
It is well known that massless scalar fields do not al-

low the construction of normalizable de Sitter-invariant
vacuum states [43, 44]. This issue arises from the lack
of a gap between the vacuum state and zero-momentum
multi-particle states, which, in turn, causes divergences
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in propagators (written in coordinate space) due to un-
bounded zero-mode contributions. Let us recall that
propagators participate in the computation of correla-
tion functions in two distinct ways: as bulk-to-boundary
propagators and as bulk-to-bulk propagators. In the for-
mer class, infrared divergences are not a concern. This
is simply because the range of wavelengths to which we
have observational access is finite, which, in particular,
excludes zero modes. In practice, correlation functions
participating in the computation of observables must be
filtered via window functions restricting the range of ex-
ternal momenta flowing into the contributing diagrams.
Depending on the case under consideration, this filtering
can be implemented in different ways. A typical choice
consists of screening bulk-to-boundary propagators from
infinitely long modes with a window function featuring a
comoving infrared momentum cutoff.

On the contrary, infrared divergences emerging from
bulk-to-bulk propagators are a real concern, as they lead
to the appearance of unbounded loop integrals exhibit-
ing both infrared (IR) and ultraviolet (UV) divergences.
A common regularization method is the introduction of
cutoffs. The main purpose of this note is to highlight the
nature and implications of the infrared momentum cutoff
used to regularize these loop corrections.

By far, the most common approach found in the lit-
erature to regularize loop integrals consists in the use of
an IR cutoff scale set to be a constant in comoving co-
ordinates [1–30] (recall that physical momentum p is re-
lated to comoving momentum k via p = k/a(t). Hence, a
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constant comoving cutoff implies a time-dependent phys-
ical cutoff and vice versa). The propagator resulting from
this choice becomes finite but is found to contribute ex-
tra time dependencies to correlators [8], now scaling as[lna(t)]V +L. Here, L represents the loop number in a
diagram with V vertices. Conversely, if the infrared cut-
off is set to be constant in physical coordinates [31–37],
the internal propagators remain finite while correlators
maintain their tree-level temporal behavior of [lna(t)]V .
It’s worth noting a prevailing rationale favoring the

adoption of comoving cutoffs: the notion that inflation
must possess an origin [1–4], and, therefore, a comov-
ing boundary signaling the physical size of the expand-
ing universe at some initial time must be taken into ac-
count in the computation of correlators. While this state-
ment might have merit, we observe that, sooner or later,
this comoving boundary will reach the infrared physi-
cal length scale determining the validity of perturbation
theory. As such, the details of how the universe looks on
scales much larger than this length scale cannot be rel-
evant for the computation of correlation functions using
perturbation theory towards the infrared.

Here, we argue that loops, properly treated, cannot in-
crease the infrared divergence of diagrams. Our argument
is simple: infrared divergences arising from loop integrals
can be regularized with the help of dimensional regular-
ization without resorting to cutoffs. Hence, any method
introducing cutoffs must agree with this cutoff free ap-
proach. As we shall see, at first sight this result favors
the use of constant cutoffs in physical momentum space
(in accordance with Refs. [35–37]). However, we will con-
clude that the choice between physical and comoving cut-
offs is in fact irrelevant. That is, loop corrections com-
puted with comoving cutoffs—properly treated—cannot
lead to results differing from the cutoff-free approach of-
fered by dimensional regularization, and thus comoving
cutoffs cannot enhance secular growth. We will examine
these statements in detail for the case of diagrams with
one vertex and an arbitrary number of loops, an example
that is particularly simple to solve exactly because these
loops carry no external momenta. Even though this case
might seem too limited to draw useful general conclu-
sions, we notice that in this example we already obtain
results that depart from the standard lore where loops
contribute to the enhancement of infrared divergences.
Moreover, the key elements allowing us to appreciate that
these statements should hold true in more general dia-
grams are already present in the analysis of single-vertex
diagrams.

In a nutshell, we will offer a three-pronged analysis to
show that infrared divergences appearing in propagators
can be safely treated with standard perturbative tech-
niques. First, we show that infrared divergences due to
bulk-to-bulk propagators appearing in loops can be ab-
sorbed via counterterms within standard schemes such
as dimensional regularization. The resulting correlation
functions turn out to be finite and independent of any
choice of cutoffs (comoving or physical). In the second

approach, we adopt a Wilsonian perspective and define
an effective field theory (EFT) with infrared and ultra-
violet cutoff scales defined in physical momentum space.
By requiring that observable correlation functions must
remain independent of these scales, we recover the same
conditions encountered in the first analysis based on di-
mensional regularization. That is, by choosing physical
cutoffs, the resulting effective theory retains the criti-
cal property of time-translation invariance—a manifest
property of de Sitter spacetime—already present in the
starting bare theory. Last but not least, we consider what
happens with the EFT employed to compute correlation
functions if one chooses to work with a constant IR cut-
off in comoving space (and keep the UV cutoff to be a
constant in physical space). We find that Wilsonian co-
efficients must necessarily be time dependent in order
to keep observables independent of cutoffs. This result
clarifies why the introduction of comoving IR cutoffs has
consistently led to the appearance of additional secu-
lar growth: time-dependent Wilsonian coefficients were
omitted.
To conclude this preamble, let us emphasize that the

statement that loops in de Sitter correlators regulated
with constant comoving IR cutoffs must be considered
with caution is not new. (See, for instance, Refs. [35–40]
for different reasons why such a cutoff may lead to spuri-
ous results.) Furthermore, as has been argued in Ref. [41],
the distinction between comoving and physical UV cut-
offs significantly impacts the computation of observables.
Given the difficulty of determining the correct form of
time-dependent Wilsonian coefficients, in this article we
aim to provide new arguments in favor of using constant
physical IR cutoffs to regulate loops or, alternatively, em-
ploying dimensional regularization, which eliminates the
need for cutoffs.1

II. CORRELATION FUNCTIONS

We will employ units such that c = h̵ = 1 and work
in a de Sitter background spacetime described by a line
element given by ds2 = −dt2+a2(t)dx2, where a(t)∝ eHt

is the scale factor and H is the Hubble scale setting the
de Sitter radius. We will also work with conformal time,
hereby defined as τ = −1/Ha(t), allowing one to rewrite

the metric as ds2 = a2(τ) (−dτ2 + dx2). We shall consider
a standard canonical single field theory with a bare action
of the form:

S=∫ d3xdτ a4 [(ϕ′)2
2a2

− (∇ϕ)2
2a2

− m2ϕ2

2
− Vb(ϕ)] , (1)

1 Another way to compute correlators is via the wavefunction of
the universe approach [45–48]. The result of Ref. [46] for the 1-
loop, 2-point function agrees with the result of Refs. [35, 36],
which advocate a physical IR cutoff regulating the loop.
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where Vb(ϕ) represents an arbitrary bare potential and
a prime (′) denotes the derivative with respect to τ . To
perform perturbation theory, we shall treat the entire po-
tential Vb(ϕ) as the expansion parameter in our pertur-
bative scheme. (This statement will be made more pre-
cise once we define the renormalized potential Vren(ϕ)
in Sec. V.) In addition to Vb(ϕ), we consider a mass
parameter m that will help us to tackle separately the
distinct situations where the field is massive and ex-
actly massless. We take the term 1

2
m2ϕ2 as part of the

free theory, whereas the quadratic part of the poten-
tial 1

2
λb
2ϕ

2 ⊂ Vb(ϕ) [see Eq. (5)] is taken to be a small
perturbative parameter leading to the definition of two-
legged vertices entering the computation of correlation
functions.

The general quantized solution for ϕ(x, τ) may be
written as

ϕ(x, τ) = ∫ d3k(2π)3 e−ik⋅xϕk(τ), (2)

where ϕk(τ) is the field in comoving momentum space.
At zeroth order (Vb(ϕ) = 0) this quantity may be written

as ϕk(τ) = fk(τ)âk + f∗k (τ)â†
−k, where â

†
k and âk are

creation and annihilation operators satisfying [âk, â†

k′
] =(2π)3δ(3)(k − k′), and fk(τ) represents a mode function

satisfying the free-field equations of motion in comoving
momentum space, with Bunch-Davies initial conditions.

In the case of a massless scalar field, it is given by

fk(τ) = H√
2k3
(1 + ikτ)e−ikτ , (3)

whereas, in the more general case of a massive field, it is
given by

fk(τ) = i
√
πH

2k3/2
(−kτ)3/2H(1)ν (−kτ), (4)

where H
(1)
ν (x) is a Hankel function of the first kind with

ν =√9/4 −m2/H2.
In order to compute correlation functions perturba-

tively, we expand the bare potential Vb(ϕ) in a Taylor
series:

Vb(ϕ) = ∞∑
n=0

λb
n

n!
ϕn, (5)

where λb
n denote arbitrary bare coupling constants. We

may then resort to one of the many procedures available,
such as the in-in Hamiltonian scheme [28, 45, 49], the
in-in Schwinger-Keldysh approach [50, 51], or the wave-
function of the universe formalism [45–48]. In all of these
approaches, the coupling λb

n defines an n-legged vertex
allowing the building of diagrams. More to the point, to
order λ, an n-point correlation function in comoving mo-
mentum space, evaluated at a time τ , can be expressed
as the following sum of single-vertex diagrams:

⟨ϕk1
⋯ϕkn

⟩(τ) =
τ

λb
n, τ̄

k1 k2 kn−1 kn

+
τ

λb
n+2, τ̄

k1 k2 kn−1 kn

+
τ

λb
n+4, τ̄

k1 k2 kn−1 kn

+⋯ . (6)

Note that in the previous expression, an arbitrary di-
agram with n external legs and L loops must be pro-
portional to λb

n+2L [31]. Using, for instance, Feynman

rules within the Schwinger-Keldysh formalism (see Ap-
pendix A), a single diagram with L loops is found to have
the following form:

τ

λb

n+2L, τ̄

k1 k2 kn−1 kn

L loops

= −(2π)3δ(3)(K)2 Im⎧⎪⎪⎨⎪⎪⎩
λb
n+2L

2LL!H4 ∫
τ

−∞
dτ̄

τ̄4
G+(τ̄ , k1)⋯G+(τ̄ , kn) [∫ d3k(2π)3G++(τ̄ , τ̄ , k)]

L⎫⎪⎪⎬⎪⎪⎭, (7)

where K ≡ k1 +⋯+kn. Here G+(τ̄ , k) represents a bulk- to-boundary propagator connecting the vertex at a time



4

τ̄ with the boundary at a time τ . On the other hand,
G++(τ̄ , τ̄ , k) represents a bulk-to-bulk propagator, in this
case connecting the vertex at time τ̄ with itself. Con-
cretely, it is given by

G++(τ̄ , τ̄ , k) = fk(τ̄)f∗k (τ̄). (8)

In Appendix A, we summarize the Feynman rules lead-
ing to the expressions we are dealing with. The diagram
of Eq. (7) has a symmetry factor 2LL! due to both the
symmetry of a single loop (2L) and the interchange of
loops (L!).
Adding up all the diagrams, we then obtain the follow-

ing full expression for the n-point correlation function:

⟨ϕk1
⋯ϕkn

⟩(τ) = −(2π)3δ(K)∑
L

λb
n+2L
H4L!

× 2 Im
⎧⎪⎪⎨⎪⎪⎩∫

τ

−∞
dτ̄

τ̄4
G+(τ̄ , k1) . . .G+(τ̄ , kn)(σ2

tot

2
)L⎫⎪⎪⎬⎪⎪⎭, (9)

where we have defined σ2
tot ≡ ∫ d3k

(2π)3G++(τ̄ , τ̄ , k), which,
after integrating the solid angle, becomes

σ2
tot = 1

2π2 ∫
∞

0

dk

k
k3G++(τ̄ , τ̄ , k). (10)

This quantity measures the integral contribution of a sin-
gle loop inside the τ̄ -integral. At first sight this quantity
appears to be time-dependent, implying that the overall
dependence of the integrand in Eq. (7) gets more compli-
cated with more and more loops. However, k3G++(τ̄ , τ̄ , k)
is a function of the combination kτ . Thus, after perform-
ing the change of variables k → p = k/a(τ) = −Hkτ from
comoving momentum k to physical momentum p, one
trivially finds that σ2

tot is a constant. For instance, in the
particular case of a massless field in de Sitter spacetime,
one finds

σ2
tot = H2

4π2 ∫
∞

0

dp

p
(1 + p2

H2
) . (11)

Alternatively, for a massive field of mass m, one finds

σ2
tot = 1

16πH
∫
∞

0

dp

p
p3 ∣H(1)ν ( p

H
)∣2 . (12)

Consequently, the quantity σ2L
tot can be pulled out of the

τ̄ -integral of Eq. (9) to become an overall constant factor.
In this way, Eq. (9) becomes

⟨ϕk1
⋯ϕkn

⟩(τ) = −(2π)3δ(K)λobs
n

H4

× 2 Im
⎧⎪⎪⎨⎪⎪⎩∫

τ

−∞
dτ̄

τ̄4
G+(τ̄ , k1) . . .G+(τ̄ , kn)⎫⎪⎪⎬⎪⎪⎭, (13)

where λobs
n is the observable coupling defined as

λobs
n ≡ ∑

L

λb
n+2L
L!

(σ2
tot

2
)L . (14)

Notice that Eq. (13) is equivalent to a tree-level diagram
with a single n-legged vertex of strength λobs

n . Of course,
despite being a constant, σ2

tot is clearly divergent due to
both the upper and the lower bound of the integral (e.g.,
in Eq. (11)). On the other hand, Eq. (14) must be finite.
In the following two sections, we do not dwell on the
specific form of σ2

tot, and instead examine how to deal
with the divergence it implies.
At this point, some readers may object that the time

independence of σ2
tot has been enforced by the change

of variables k → p = k/a(τ). In Sec. V, we will compute
this quantity using dimensional regularization. There, we
shall confirm that σ2

tot is indeed constant, with time-
independent divergent pieces that can be absorbed by
counterterms in the way we proceed to explain in the
following section.
Before moving on to the next section, recall that the

couplings λb
n are the Taylor coefficients determining the

bare potential Vb(ϕ) through the expansion in Eq. (5).
Eq. (14) may be seen as defining new Taylor coefficients
λobs
n for an observable potential Vobs(ϕ) by writing

Vobs(ϕ) = ∞∑
n=0

λobs
n

n!
ϕn. (15)

One may then ask how the potentials Vobs and Vb are re-
lated. It turns out that they are related via a Weierstrass
transformation given by

Vobs(ϕ) = e 1

2
σ2

tot

∂2

∂ϕ2 Vb(ϕ), (16)

which is equivalent to Eq. (14). This result already offers
hints on how to deal with the divergence implied by σ2

tot.
We will re-obtain this result perturbatively in the next
section.

III. BASIC STRATEGY

Let us split the bare coupling λb
n into a renormalized

coupling λn and a counter-term λct
n as

λb
n = λn + λct

n . (17)

More generally, we should also consider normalizing the
field ϕ and split the field normalization analogously. How-
ever, given that the diagrams we are examining have
loops that carry no external momenta, this is not neces-
sary (i.e., we do not need to worry about renormalization
of the kinetic term of the bare theory). Next, given that
we are dealing with diagrams with an arbitrary number
of loops, we may further split λct

n into terms of order
L, needed to cancel divergences coming from L-loop dia-
grams. Thus we write:

λct
n = λ(1)n + λ(2)n + λ(3)n +⋯. (18)

Notationally, we may thus simply write

λb
n =

∞
∑
L=0

λ(L)n , (19)
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where λ
(0)
n = λn is just the renormalized coupling already

introduced in Eq. (17).

Having defined this splitting, we must re-work the com-
putation of an n-point correlation function by reorganiz-

ing diagrams in terms of the couplings λ
(L)
n . To be pre-

cise, a diagram with L1 loops proportional to a countert-

erm with coupling λ
(L2)
n+2L1

must be regarded as of order

L = L1 + L2. The full correlation function can then be
written as

⟨ϕk1
⋯ϕkn

⟩(τ) = ∑
L

⟨ϕk1
⋯ϕkn

⟩(L)(τ), (20)

where ⟨ϕk1
⋯ϕkn

⟩(L)(τ) contains every contribution, in-
cluding loops and counterterms, of order L. Diagramati-
cally, this is given by:

⟨ϕk1
⋯ϕkn

⟩(L)(τ) =
τ

λ
(0)
n+2L, τ̄

k1 k2 kn−1 kn

L loops

+
τ

λ
(1)

n+2(L−1)
, τ̄

k1 k2 kn−1 kn

(L − 1) loops

+ ⋯ +
τ

λ
(L)
n , τ̄

k1 k2 kn−1 kn

. (21)

Working out these diagrams explicitly, one finds that⟨ϕk1
⋯ϕkn

⟩(L)(τ) is given by

⟨ϕk1
⋯ϕkn

⟩(L)(τ) = −(2π)3
H4

δ(K) L

∑
s=0

1

s!
(σ2

tot

2
)s λ(L−s)n+2s

× 2 Im
⎧⎪⎪⎨⎪⎪⎩∫

τ

−∞
dτ̄

τ̄4
G+(τ̄ , k1) . . .G+(τ̄ , kn)⎫⎪⎪⎬⎪⎪⎭. (22)

Substituting this expression back into Eq. (20) and com-
paring the result to Eq. (13), one sees that the observable
coupling λobs

n is simply given by

λobs
n ≡

∞
∑
L=0

L

∑
s=0

1

s!
(σ2

tot

2
)s λ(L−s)n+2s . (23)

This is, of course, nothing but Eq. (14) after substituting
in the expansion in Eq. (19).
The full expression must be finite, and so now the

challenge is to determine the appropriate values for the

counterterm couplings λ
(L)
n (with L > 0) in terms of the

renormalized couplings λ
(0)
n = λn. As a first approach, let

us require that the counterterms λ
(L)
n exactly cancel the

divergent constant σ2
tot order by order in the loop expan-

sion. This approach corresponds to the on-shell scheme
usually encountered in quantum field theory, and it re-
quires the condition ⟨ϕk1

⋯ϕkn
⟩(L)(τ) = 0 for all L > 0.

In turn, this condition implies the following infinite set
of algebraic equations:

L

∑
s=0

1

s!
(σ2

tot

2
)s λ(L−s)n+2s = 0, for all L > 0. (24)

Recall that we are working with units where h̵ = 1. If we
had chosen to work with h̵ ≠ 1, then this condition would
ensure that each contribution to λobs

n of order h̵L cancels

out. The solution to this set of equations turns out to be
(see Appendix B):

λ(L)n = (−1)L 1

L!
(σ2

tot

2
)L λ

(0)
n+2L, (25)

which may be proved by induction. With this choice of
counterterms, the full expression for the n-point corre-
lation function in Eq. (13) becomes finite, with λobs

n =
λ
(0)
n = λn. This result, together with the solution in

Eq. (25) allows us to express the original divergent bare
couplings λb

n in terms of the observable couplings λobs
n as:

λb
n =

∞
∑
L=0

(−1)L 1

L!
(σ2

tot

2
)L λobs

n+2L. (26)

The previous expression is similar in form to Eq. (14).
In fact, recall that we used Eq. (14) to derive Eq. (16),
which states that Vobs(ϕ) is a Weierstrass transformation
of Vb(ϕ). Following exactly the same reasoning, we can
now see that Eq. (26) leads to the inverse Weierstrass
transformation

Vb(ϕ) = e− 1

2
σ2

tot

∂2

∂ϕ2 Vobs(ϕ). (27)

In this way, observables, up to order λ, will depend on
the observable potential Vobs(ϕ), and not on the formally
infinite potential Vb(ϕ). This agrees with the results of
Refs. [31, 33].

IV. RENORMALIZATION SCHEME

There must exist some arbitrariness in the choice of the
counterterm couplings λ

(L)
n , for L > 0, as usual in stan-

dard perturbation theory. For instance, in dimensional
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regularization, σ2
tot might have a divergent piece propor-

tional to δ−1 (where δ parametrizes the departure from
3 spatial dimensions), together with a finite part. Thus,
if we aim for a minimal subtraction scheme, we should

tune the counterterms λ
(L)
n to be proportional to δ−L in

order to capture only the divergent contributions.
To proceed, let us split σ2

tot into two terms as σ2
tot =

σ2
0 +σ2

∞, and choose the counterterms λ
(L)
n in such a way

that they cancel out the divergent piece, say, σ2
∞. In this

case, the effective coupling can be written as

λobs
n =

∞
∑
L=0

L

∑
s=0

1

s!
(1
2
σ2
0 + 1

2
σ2
∞)s λ(L−s)n+2s . (28)

Now, motivated by the solution in Eq. (25), let us guess

that the correct choice for the counterterm couplings λ
(L)
n

(for L > 0) is given by

λ(L)n = (−1)L 1

L!
(1
2
σ2
∞)L λ

(0)
n+2L. (29)

By plugging this ansatz back into Eq. (28), we are led
to

λobs
n =

∞
∑
L=0

λ
(0)
n+2L
L!

L

∑
s=0

L!

s!(L − s)!
×(−1

2
σ2
∞)L−s (12σ2

0 + 1

2
σ2
∞)s . (30)

Then, by recognising the general formula (x + y)L =
∑L

s=0
L!

s!(L−s)!x
L−sys, we see that:

λobs
n =

∞
∑
L=0

λ
(0)
n+2L
L!

(1
2
σ2
0)L . (31)

Thus, with the choice in Eq. (29), one can remove the
specific divergent part of σ2

tot and retain the finite con-
tribution.
Let us now define the renormalized potential Vren(ϕ)

as the resulting resummation of the Taylor coefficients

λ
(0)
n :

Vren(ϕ) ≡ ∞∑
n=0

λ
(0)
n

n!
ϕn. (32)

Notice that in Sec. III, Vren(ϕ) and Vobs(ϕ) coincided

because λobs
n = λ

(0)
n . Here, given that σ2

0 ≠ 0, Eq. (31)
implies that

Vobs(ϕ) = e σ2
0

2

∂2

∂ϕ2 Vren(ϕ). (33)

On the other hand, from Eq. (29), we see that

Vb(ϕ) = e−σ2
∞
2

∂2

∂ϕ2 Vren(ϕ). (34)

Both Eqs. (33) and (34) directly imply Vobs(ϕ) =
e

σ2
tot

2

∂2

∂ϕ2 Vb(ϕ), which is the result previously derived at

the end of Sec. II. Thus, the arbitrariness in the choice

of the counterterms λ
(L)
n is reflected in the arbitrary pa-

rameter σ2
0 connecting the observable potential Vobs(ϕ)

and the renormalized potential Vren(ϕ). As usual, the
observable potential Vobs(ϕ) cannot depend on this arbi-
trary parameter, and, as such, the renormalized potential
Vren(ϕ) must depend on σ2

0 in such a way that it cancels
out after the Weierstrass operator exp{ 1

2
σ2
0∂

2
ϕ} acts on

it. In the following section, we discuss the renormaliza-
tion flow that this parameter σ2

0 implies.

V. DIMENSIONAL REGULARIZATION

To put our approach in more concrete terms, let us
analyze the divergent integrals within dimensional regu-
larization. To proceed, we must first extend some relevant
quantities from d = 3 to an arbitrary spatial dimension
d = 3 + δ. To start with, notice that in 3 dimensions the
couplings λn have mass-dimension [λn] = 4 − n. We may
conveniently keep [λn] fixed in arbitrary spatial dimen-
sion d = 3 + δ by performing the following replacement:

λn → λnµ̃
δ(1−n/2) , (35)

where µ̃ is the usual renormalization mass scale. The field
has mass-dimension [ϕ] = 1 + δ/2, which in turn implies
that fk(τ) has a fixed mass-dimension of −1/2. For this
reason, it is convenient to redefine σ2

tot in a way that its
mass-dimension remains fixed to 2. The appropriate re-
definition anticipates the relation between the couplings
λn and σ2

tot presented in Eq. (23):

σ2
tot ≡ 1

µ̃δ ∫
d3+δk(2π)3+δ fk(τ)f∗k (τ). (36)

The equation of motion respected by fk(τ) in d = 3+ δ
dimensions is given by:

f ′′k − 2 + δ
τ

f ′k + (k2 + m2

H2τ2
) fk = 0. (37)

The solution to this equation with appropriate Bunch-
Davies initial conditions leads to [41]

fk(τ) = i
√
πH1+δ/2

2
(−τ)(3+δ)/2H(1)ν (−kτ), (38)

where H
(1)
ν (x) is a Hankel function of the first kind with

parameter ν = √(3 + δ)2/4 −m2/H2. We may now com-
pute σ2

tot by substituting Eq. (38) back into Eq. (36); one
finds:

σ2
tot = π−(1+δ)/2H2+δ

16Γ(3+δ
2
) (2µ̃)δ ∫

∞

0

dx

x
x3+δ ∣H(1)ν (x)∣2 , (39)

where we made the change of variables x = −kτ . Notice
that, just as discussed in Sec. II, the loop factor σ2

tot is
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now explicitly time independent. What remains now is
to integrate this expression [52], which is possible as long

as δ < −2 and δ − 2ν > −3. Where these conditions are
satisfied, the integral results in:

σ2
tot = π−δ/2

16Γ(3+δ
2
) H

2+δ

(2µ̃)δ cos[πν] csc[π(3 + δ)/2] csc[π((3 + δ)/2 − ν)] csc[π((3 + δ)/2 + ν)]Γ[−(2 + δ)/2]Γ[−(1 + δ)/2]Γ[−(1 + δ)/2 − ν]Γ[−(1 + δ)/2 + ν] . (40)

We may now analytically continue this result for all
values of δ. The quantity σ2

tot is a complicated function
of δ and ν in the vicinity of (δ, ν) = (0,3/2), and the diver-
gent nature of σ2

tot depends on how we choose to approach
this point. One way to deal with this complication, as ex-
plored in Refs. [53, 54], consists in fixing the mass param-
eter m2 appearing in Eq. (37) as m2 =m2

ph+H2(d2−9)/4,
with mph identified as the physical mass of ϕ in the free-
theory case, where V(ϕ) = 0. This choice ensures that

ν =
√

9/4 −m2
ph
/H2 for all values of d, and the theory

remains scale invariant in the vicinity of d = 3 for the
particular case of a massless field (mph = 0). With this
choice, it is then possible to verify that

σ2
tot → 0 for ν → 3/2, (41)

which corresponds to the limit mph → 0, independent
of the value of δ [54, 55]. This is simply because the x-
integral of Eq. (39) becomes ∫ ∞0 dxxδ(1+x2), which, be-
ing the integral of a polynomial, vanishes in dimensional
regularization [56].2

Instead of fixing the mass parameterm2 in the way just
described, we could simply expand σ2

tot first in terms of
m2/H2 and then in terms of δ. One then finds:

σ2
tot= − H2

4π2δ
+ 3H4

8π2m2
+ H2

4π2
ln( µ

H
) +O(δ, m2

H2
), (42)

where we have redefined µ ≡ √4πe(γE/2−7/4)µ̃, with γE
the Euler-Mascheroni constant. The previous result ex-
plicitly displays two divergent contributions, one from
δ → 0, which may be identified with an ultraviolet di-
vergence, and a second one, from m2/H2

→ 0, which
embodies the infrared divergent part. Of course, these
divergences are not a problem as we can now proceed
to minimally subtract them in the way explained in the
previous section. We end up finding a finite contribution
σ2
0 for loop integrals, given by:

σ2
0 = H2

4π2
ln( µ

H
) . (43)

The arbitrariness of the subtraction, as usual, is reflected
in the dependence of the remaining finite part on the

2 Note that dimensional regularization only captures logarithmic
divergencies, while it is blind to power-law ones [56, 57].

renormalization scale µ. The fact that the loops discussed
here have no physical effect aligns with the considerations
of Refs. [54, 55], which also perform dimensional regular-
ization.
As commented in Sec. IV, the observable potential

(i.e., the potential defining the couplings appearing in
observable correlation functions) must be independent of
µ. Thus, from Eq. (43), together with Eq. (33), we see
that the renormalized potential must satisfy the following
renormalization group flow equation:

µ
∂

∂µ
Vren(ϕ) = −H2

8π2
V
′′
ren(ϕ). (44)

One may put this result in concrete terms by consider-
ing an axionic potential Vren(ϕ) = −A cos(ϕ/f), with f
the axion decay constant. Then, from Eq. (33), it fol-
lows that the observable potential is read as Vobs(ϕ) =
−Aobs cos(ϕ/f) with Aobs and A related as

Aobs = A(µ)e− 1

2

σ2
0
(µ)

f2 . (45)

Because Aobs cannot depend on the renormalization

scale, we see that A(µ) ∝ exp [ H2

8π2f2 ln ( µ

H
)]. On the

other hand, the decay coupling constant f does not re-
ceive loop corrections.
Given that observables to order λ do not have external

momenta running through loops, we do not see combina-
tions such as ln (k/µ), and so the renormalization scale
µ is not a useful quantity allowing one to assess the flow
of momenta through couplings. Nevertheless, in the next
section, we will encounter similar expressions involving
cutoff momenta that will allow us to assess the validity
of perturbation theory of order λ at different scales.

VI. WILSONIAN APPROACH

Let us consider the problem of computing correlation
functions within an effective field theory point of view.
Our starting point is an effective field theory defined over
a range of physical momenta bounded by infrared and
ultraviolet cutoff scales ΛIR and ΛUV, respectively:

Seff(ΛIR,ΛUV)
= ∫ d3xdτ a4 [(ϕ′)2

2a2
− (∇ϕ)2

2a2
− Veff(ϕ)] . (46)
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By definition, the Wilsonian coefficients in Seff incorpo-
rate the integration of momenta below ΛIR and above
ΛUV, to all order with respect to both vertices and loops.
As a consequence, the computation of correlation func-
tions, including loop corrections, must be finite. By writ-

ing Veff(ϕ) = ∑n
λeff

n

n!
ϕn, a direct computation to first

order with respect to λeff
n leads to

⟨ϕk1
⋯ϕkn

⟩(τ)
= −λobs

n 2 Im

⎧⎪⎪⎨⎪⎪⎩∫
τ

−∞
dτ̄

τ̄4
G+(τ̄ , k1) . . .G+(τ̄ , kn)⎫⎪⎪⎬⎪⎪⎭, (47)

where λobs
n is found to be:

λobs
n =

∞
∑
L

1

L!
λeff
n+2L [12σ2(ΛIR,ΛUV)]L . (48)

Of course, λobs
n coincides with the same observable

couplings encountered in the previous sections. Here,
σ2(ΛIR,ΛUV) is nothing but the loop integral in Eq. (10)
evaluated within the momentum range bounded by phys-
ical cutoffs ΛIR and ΛUV, not by comoving cutoffs. In the
particular case of a massless field, one explicitly finds:3

σ2(ΛIR,ΛUV) = H2

4π2 ∫
ΛUV

ΛIR

dp

p
(1 + p2

H2
)

= H2

4π2
[ln ΛUV

ΛIR

+ Λ2
UV −Λ2

IR

2H2
] . (49)

Now, from Eq. (48), it is direct to see that

Vobs(ϕ) = e 1

2
σ2 ∂2

∂ϕ2 Veff(ϕ), (50)

where σ2 stands for σ2(ΛIR,ΛUV).
The effective potential Veff(ϕ)must depend on the cut-

off scales ΛIR and ΛUV in order to compensate for the in-
dependence of the observable potential Vobs(ϕ) on such
arbitrary quantities. Notably, we see that the logarithmic
dependence on the ratio ΛUV/ΛIR coincides with that of
the renormalization scale µ found in the previous sec-
tion. Given that the renormalization scale µ is arbitrary,
the result of this section can be reconciled with those
found in the previous sections through the identification
µ

H
→

ΛUV

ΛIR

e
1

2H2
(Λ2

UV
−Λ2

IR
). Thus, Eq. (50) determines a flow

equation for Veff(ϕ) in terms of both ΛIR and ΛUV, in the
same manner as in Eq. (44).

3 Note that in comoving momentum space the cutoffs are time de-
pendent: kIR(t) = ΛIRa(t) and kUV(t) = ΛUVa(t). Thus, start-
ing from Eq. (10) and integrating the solid angle, one obtains

σ2(ΛIR,ΛUV) = H
2

4π2 ∫
ΛUVa(t)

ΛIRa(t)
dk

k
(1 + (kτ)2). Then, after per-

forming the change of variables k → p = k/a(t) one obtains the
result of Eq. (49).

In order to be able to perform perturbative computa-
tions with this effective theory, Veff(ϕ) must respect the
following perturbative condition:

∣Veff(ϕ)∣≪ H4. (51)

Hence, the flow of Veff(ϕ) in terms of the cutoff scales
could break this perturbative condition for certain values
of ΛIR and ΛUV. To appreciate the consequence of this
condition, let us again resort to the example of an axionic
potential:

Veff(ϕ) = −A cos(ϕ/f). (52)

The perturbative condition requires A ≪ H4. At the
same time, thanks to Eq. (50), the observable potential
can be expressed in terms of Veff(ϕ) as:

Vobs(ϕ) = −Ae− σ2

2f2 cos(ϕ/f). (53)

This implies that the amplitude of the effective potential

must depend on the cutoff scales as A = Aobse
σ2

2f2 , where
Aobs is the observable amplitude. Now, the perturbative

condition on the effective potential reads Aobs

H4 e
σ2

2f2
≪ 1,

which implies that the theory becomes strongly coupled
for values

σ2(ΛIR,ΛUV) ∼ 2f2 ln( H4

Aobs

). (54)

This expression allows us to assess at what infrared or
ultraviolet scales the theory becomes non-perturbative.
For instance, if we fix ΛUV to values not far from H , and

push ΛIR well below H , then σ2
∼ H2 ln( H

ΛIR

) and one

learns that the theory becomes non-perturbative at the
infrared scale

ΛIR ∼He
−8π f2

H2
ln( H4

Aobs
)
. (55)

For momenta below this value of ΛIR, one cannot trust
perturbative computations performed with the effective
theory at hand.

VII. DISCUSSION

Before concluding, let us comment on some relevant
implications of our previous results with a special em-
phasis on the difference between alternative choices for
the infrared cutoff.

A. Physical vs. comoving IR cutoffs

As we have seen in the previous two sections, the use of
physical cutoffs to regularize loops is consistent with di-
mensional regularization. As mentioned in the introduc-
tion, another choice to restrict momenta in loop integrals
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consists in the use of a physical UV cutoff together with
a comoving IR cutoff. Employing this choice in Eq. (11)
for massless modes one finds

σ2(τ̄) = H2

4π2 ∫
ΛUV

k0/a(τ̄)
dp

p
(1 + p2

H2
) , (56)

where k0 is the infrared cutoff for comoving momenta
(k > k0). Upon integration one obtains

σ2(τ̄) = H2

4π2
[ln ΛUVa(τ̄)

k0
+ Λ2

UV − k20/a2(τ̄)
2H2

] , (57)

which clearly differs from Eq. (49). We see that for
late times the loop contributes a term proportional to
lna(τ̄). Substituting this expression back into Eq. (9)
and integrating the τ̄ -vertex variable gives the well known[lna(τ)]L secular growth implied by loops.
This way of proceeding (that is, by combining a phys-

ical UV cutoff and a comoving IR cutoff) should be an-
alyzed with some care. Note that this choice of cutoffs
leads to the appearance of a particular time τ∗ where
both cutoff scales ΛUV = k0/a(τ∗) coincide, signaling the
existence of a singular time in a de Sitter background,
which a priori doesn’t favor any time slice. However, as

we have already emphasized, physical observables (in this
case correlation functions) must be independent of the
choice of cutoffs. That is, the observable correlation func-
tion in Eq. (13), with a constant coupling λobs

n must be
recovered in an effective theory where the ultraviolet cut-
off is physical and the infrared cutoff is comoving.

But how is this statement compatible with the conflict-
ing results in Eqs. (49) and (57)? The answer is simple: If
one works with a comoving cutoff, the Wilsonian coeffi-
cients of the effective theory must be such that any time
dependence coming from the cutoff is canceled out by
the coefficients, making observables independent of the
(time-dependent) cutoff. In other words, we could repeat
the entire discussion of Sec. VI with ΛIR = k0/a(τ̄) to
find that the resulting correlation functions, being inde-
pendent of ΛIR, will not pick up secular growth coming
from loops.

More to the point, working with a comoving cutoff, the
effective field theory in Eq. (46) must now have a time
dependent potential Veff(τ,ϕ) defined by time dependent
Wilsonian coefficients λeff

n (τ). Then, the computation of
an n-point correlation function in momentum space to
first order in Veff is given by

⟨ϕk1
⋯ϕkn

⟩(τ) = −(2π)3δ(K) 1

H4
× 2 Im

⎧⎪⎪⎨⎪⎪⎩∫
τ

−∞
dτ̄

τ̄4
G+(τ̄ , k1) . . .G+(τ̄ , kn)∑

L

λeff
n+2L(τ̄)
L!

(σ2
tot(τ̄)
2
)L⎫⎪⎪⎬⎪⎪⎭, (58)

where σ2(τ̄) is the time dependent loop factor already
given in Eq. (57). Now, it is crucial to appreciate that
Eq. (58) cannot differ from Eq. (47), otherwise the ef-
fective theory in Eq. (46) is invalid. This then implies
that

λobs
n = ∑

L

λeff
n+2L(τ̄)
L!

(σ2(τ̄)
2
)L , (59)

where λobs
n is the observable time-independent coupling.

This relation tells us that the Wilsonian coefficients must
depend on the cutoff scale k0/a(τ̄) (and thus also on
time) in such a way that they cancel the dependence
of k0/a(τ̄) present in σ2

tot(τ̄). Our discussions in Secs. III
and IV precisely show the form of the time dependence of
these coefficients, or equivalently, the effective potential.
Indeed, Eq. (59) implies

Vobs(ϕ) = e 1

2
σ2(τ) ∂2

∂ϕ2 Veff(τ,ϕ), (60)

which, together with Eq. (16), leads to the effective
potential in terms of the bare potential: Veff(ϕ, τ) =
e

1

2
[σ2

tot
−σ2(τ)] ∂2

∂ϕ2 Vb(ϕ). Inverting Eq. (60) and expand-
ing in a Taylor series, one finally finds that the time de-
pendent Wilsonian coefficients expressed in terms of the

observable couplings λobs
n are given by:

λeff
n (τ̄) =∑

L

(−1)Lλobs
n+2L
L!

(σ2(τ̄)
2
)L . (61)

These coefficients guarantee that correlation functions
are independent of the cutoff choice.
Readers should be alerted that, in most of the perti-

nent literature, the computation of correlation functions
with comoving cutoffs is done with constant Wilsonian
coefficients (that is, independent of k0/a(τ)). This leads
to a spurious time dependence, ultimately inducing the
conclusion that loops modify the secular growth of cor-
relators.

B. Correlation functions on superhorizon scales

Let us take our previous analysis regarding the use of
an infrared comoving cutoff one step further. To verify
the infrared behavior of the massless scalar field corre-
lation function ⟨ϕk1

⋯ϕkn
⟩(τ) of Eq. (13), we may eval-

uate it in the limit of superhorizon external momenta
ki∣τ ∣ ≪ 1. To this end, it is convenient to split the time
integral by introducing a fiducial time τ0 < τ . In this way,
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one verifies that ki∣τ0∣≪ 1, and, given that the integrand
for times −∞ < τ̄ < τ0 is highly oscillatory, its integration
yields a convergent piece. On the contrary, the integral
over the range τ0 < τ̄ < τ becomes dominated by a loga-
rithmic contribution with respect to τ . One finds:

⟨ϕk1
⋯ϕkn

⟩(τ) = −(2π)3δ(3)(K)
× λobs

n

H2(n−2)

3 × 2n−1
k31 +⋯ + k3n
k31⋯k3n

ln(τ0
τ
) +⋯, (62)

where the ellipses denote the convergent terms coming
from the integration over the range −∞ < τ̄ < τ0. Of
course, the full correlation function is independent of the
arbitrary time τ0, and one may simply replace ln(τ0/τ)
by lna(τ). This result confirms that correlation functions
in comoving momentum space, up to first order in the
number of vertices, have an asymptotic divergence as τ →
0 proportional to lna(τ).
To appreciate the importance of the present claims, let

us examine the computation of n-cumulants4 of ϕ on su-
perhorizon scales. As already mentioned in the introduc-
tion, observers are limited to a finite range of scales. Con-
sequentially, correlation functions in coordinate space are
obtained from correlators in momentum space with the
help of window functions filtering the observable range
of scales. Consider, for instance, the definition of the so-
called infrared field [5] as

ϕL(x, τ) = ∫ d3k(2π)3 e−ik⋅xϕk(τ)W (k, τ), (63)

where the window function W (k, τ), designed to select
superhorizon scales k/a(t)≪H , is defined in the follow-
ing way:

W (k, τ) ≡ θ(k∗(τ) − k) × θ(k − k∗(τi)), (64)

where θ(x) is the Heaviside step function and k∗(τ) =
αHa(τ), for a small dimensionless parameter α > 0.
Note that k∗(τi) is a comoving infrared cutoff that lim-
its the number of modes involved in the infrared field
in such a way that, at τ = τi, the range of momenta
defining ϕL(x, τ) is empty. For τ > τi, the range starts
to grow as more and more modes enter the defini-
tion of ϕL(x, τ), implying that the variance σ2

L(τ) ≡⟨ϕL(x, τ)ϕL(y, τ)⟩x=y at zeroth order is given by

σ2
L(τ) = H2

4π2 ∫
αHa(τi)

αHa(τ)

dk

k
(1 + (kτ)2) . (65)

Integrating this expression and using the fact that(kτ)2 ≪ 1 within the momentum-range under consid-
eration, one finds that σ2

L(τ) grows proportionally to

4 Here, an n-cumulant ⟨ϕn(τ)⟩
c
is the connected part of an n-

point correlation function in coordinate space evaluated at the
coincident limit, where all the coordinates are equal.

ln (a(τ)/a(τi)):
σ2
L(τ) = H2

4π2
ln( a(τ)

a(τi)). (66)

Using Eq. (62), we can now compute n-cumulants to
first order in the potential V(ϕ). One finds [34]

⟨ϕn
L(τ)⟩

c
= −4π

2nλobs
n

3H4
σ2n
L (τ). (67)

In contrast, if one uses an infrared comoving cutoff, not
only to restrict external momenta, but also to cut off mo-
menta appearing in loop integrals involved in the com-
putation of correlation functions, one would obtain time-
dependent n-cumulants in a way that is sensitive to the
number of loops. One finds:

⟨ϕn
L(τ)⟩

c
= −4π

2n

3H4
σ2n
L (τ) ∞∑

L

λn+2L(n +L)L!(σ
2
L(τ)
2
)L, (68)

where λn represent ultraviolet (but not infrared) renor-
malized couplings, and the index L, over which the sum
is performed, informs us about the number of loops con-
tributing to a given term.
Because ⟨ϕn(τ)⟩

c
is an observable, it is pertinent to

establish the correct procedure to determine the time
dependence of n-point correlation functions implied by
loops. In Ref. [34], the consequence emerging from the dif-
ference between Eqs. (67) and (68) is examined within the
context of the stochastic approach to inflation [58, 59].
In the context of the present work, let us emphasize
that Eq. (68) is a standard result obtained in an effec-
tive field theory where the infrared cutoff is taken to
be comoving, while the ultraviolet cutoff is kept physi-
cal, but with constant Wilsonian coefficients. As we just
saw in Sec. VIIA, this way of proceeding leads to spu-
rious time-dependent contributions, which explains the
L-dependence in Eq. (68). If one carefully considers the
time dependence of Wilsonian coefficients, one obtains
Eq. (13), which in turn leads to Eq. (67).

VIII. CONCLUSIONS

There is an ongoing debate on how to regularize in-
frared divergences arising from loop corrections in de
Sitter spacetime. A common approach is to introduce in-
frared cutoffs to regularize these loop integrals. However,
the community remains divided on the appropriate choice
for the infrared cutoff, i.e., whether it should be comoving
or physical.
To address this issue, we first verified that observable

correlation functions, to first order in the scalar field
potential V(ϕ) and to all orders in loops, are indistin-
guishable from their tree-level counterparts. This result
emerges naturally from dimensional regularization and is
independent of any specific infrared or ultraviolet cut-
offs in momentum space. This is expected, as observable
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quantities should not depend on arbitrary cutoffs. Conse-
quently, if one chooses to work with cutoffs, the final ob-
servable correlation functions must remain independent
of that choice. In other words, whether one uses comov-
ing, physical, or alternative cutoffs, a correct calculation
will always yield the same observable correlation func-
tion.

There are, however, key points to consider. If cut-
offs are employed, the effective field theory describing
the physics within a bounded energy range will include
Wilsonian coefficients that depend on these cutoffs. Cru-
cially, this dependence must cancel out so that observable
quantities remain unaffected by the cutoffs. As we have
shown, introducing a comoving infrared cutoff inevitably
leads to time-dependent Wilsonian coefficients, which are
necessary to eliminate the spurious time dependence in-
troduced by the cutoff. For this reason, it is often more
reliable to work with physical cutoffs, which avoid the
need for time-dependent Wilsonian coefficients. This is
perhaps the most significant insight of this article: when
computing cumulants (i.e., correlation functions in coor-
dinate space at coincident points), many authors apply
the same cutoff to both external and internal momenta.
Our results demonstrate that this approach needs special
care. A properly computed correlation function in mo-
mentum space is independent of the cutoff choice. This
in turn indicates that the choice of cutoffs for external
momenta is a separate issue that depends on the phys-
ical system under consideration. If one insists on using
the same cutoffs for both internal and external momenta,
one is forced to integrate out infrared modes with a
time-dependent (comoving) cutoff, which, in turn, would
necessitate the use of time-dependent Wilsonian coeffi-
cients, a method that is generally not adopted.

The single-vertex result presented here is suggestive of
the more general case with diagrams with two or more
vertices: Loops should not modify the leading dependence
of diagrams on powers of lna(τ). Of course, the analy-
sis of diagrams with two or more vertices is much more
complicated as loops carry external momenta. However,
from the present analysis it should be clear that their
treatment cannot depend on the nature of cutoffs. If pos-
sible, loop integrals should be performed within the di-
mensional regularization scheme, with ultraviolet and in-
frared divergences treated in the standard way. A promis-
ing avenue to settle the situation with more complicated
diagrams is offered by recent developments in integrat-
ing general diagrams in de Sitter spacetime [60–62], or
large-N techniques [63].

Naturally, the class of theories we are dealing with,
being non-renormalizable, will require the introduction
of terms (possibly non-local) in order to eliminate in-
frared divergences without breaking the crucial property
of time translation invariance found in the starting the-
ory. This breaking should only be reflected in correlation
functions [1–3] due to the use of the Bunch-Davies state
but not in the Lagrangian. This is in contrast with earlier
works featuring dimensional regularization, which result

in counterterms explicitly breaking de Sitter invariance.
Note that here we are in the rigid de Sitter limit, con-
trolled by the perturbative condition in Eq. (51), which
differs from the case of inflation where time-translation
invariance is lost [64] as a result of a preferred time set
by the slow-rolling inflaton.
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Appendix A: Feynman rules for correlation functions

In this appendix, we summarize the Feynman
rules allowing one to obtain a correlation function⟨ϕn(k1,⋯,kn)⟩ evaluated at a given time τ . We will re-
strict our attention to a theory of the form in Eq. (1).
To start with, a single term of the expansion in Eq. (5),
proportional to λn, defines two classes of vertices, hereby
distinguished by black and white solid dots:

τ̄

⋯
Ð→

− iλn∫
τ

−∞
dτ̄ a4(τ̄)(2π)3δ(3)(∑

i

ki)[⋯], (A1)

τ̄

⋯
Ð→

+ iλn∫
τ

−∞
dτ̄ a4(τ̄)(2π)3δ(3)(∑

i

ki)[⋯], (A2)

where δ(3)(∑i ki) denotes a Dirac delta function en-
forcing conservation of momenta flowing into the vertex
through the legs. Each vertex is characterized by a time
label τ̄ that must be integrated from −∞ up until the
time τ at which n-point correlation functions are evalu-
ated. The square brackets on the right hand side of the
previous equations indicate that any function of τ̄ must
be integrated in this way.

Given that we have two classes of vertices, the the-
ory will contain four types of internal propagators. The
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corresponding internal propagators are given by

τ1 τ2

Ð→ G++(k, τ1, τ2), (A3)

τ1 τ2

Ð→ G−−(k, τ1, τ2), (A4)

τ1 τ2

Ð→ G+−(k, τ1, τ2), (A5)

τ1 τ2

Ð→ G−+(k, τ1, τ2). (A6)

The analytical expressions for the quantities appearing
at the right hand side of the previous assignments are
given by:

G++(k, τ1, τ2) = f(k, τ1)f∗(k, τ2)θ(τ1 − τ2)
+f∗(k, τ1)f(k, τ2)θ(τ2 − τ1), (A7)

G−−(k, τ1, τ2) = f∗(k, τ1)f(k, τ2)θ(τ1 − τ2)
+f(k, τ1)f∗(k, τ2)θ(τ2 − τ1), (A8)

G+−(k, τ1, τ2) = f∗(k, τ1)f(k, τ2), (A9)

G−+(k, τ1, τ2) = f(k, τ1)f∗(k, τ2). (A10)

Just as in the case of vertices, it can be verified explic-
itly that propagators with given colors (black or white)
at their ends are the complex conjugates of propagators
with the opposite colors.

Furthermore, the vertices (evaluated at times τ1, τ2,
τ3, etc.) must be connected to a surface labelled with
the time τ through bulk-to-boundary propagators. These
receive the following assignments:

τ̄ τ

Ð→ G+(k, τ̄), (A11)

τ̄ τ

Ð→ G−(k, τ̄). (A12)

Note that it is unnecessary to assign colors to the square
defining the end point evaluated at τ . The analytical
expressions for these two bulk-to-boundary propagators
read:

G+(k, τ̄) = f∗(k, τ̄)f(k, τ), (A13)

G−(k, τ̄) = f(k, τ̄)f∗(k, τ). (A14)

Every internal k momentum flowing through internal

propagators must be integrated with ∫ d3k
(2π)3

. Then, the

correlation function ⟨ϕn(k1,⋯,kn)⟩ corresponds to the
summation of every diagram with n external legs, trun-
cated to the desired order.
To finish, let us consider a general 1-vertex diagram

with n-external lines and L loops. This should be written
as the sum of two diagrams with black and white vertices
respectively:

τ

λb

n+2L, τ̄

k1 k2 kn−1 kn

L loops

=
τ

λb

n+2L, τ̄

k1 k2 kn−1 kn

L loops

+
τ

λb

n+2L, τ̄

k1 k2 kn−1 kn

L loops

. (A15)

Following the rules just outlined, and taking into account
the appropriate symmetry factors, one then obtains the
expression presented in Eq. (7).

Appendix B: Proof of Equation (25)

Here, we show how to obtain the solution in Eq. (25) to
the system of algebraic equations in Eq. (24) via induc-

tion. Written more explicitly, this system has the form:
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λ(1)n + (σ2
tot

2
)λ(0)n+2 = 0, (B1)

λ(2)n + (σ2
tot

2
)λ(1)n+2 +

1

2!
(σ2

tot

2
)2 λ(0)n+4 = 0, (B2)

λ(3)n + (σ2
tot

2
)λ(2)n+2 +

1

2!
(σ2

tot

2
)2 λ(1)n+4 +

1

3!
(σ2

tot

2
)3 λ(0)n+6 = 0, (B3)

⋮
λ(L)n + (σ2

tot

2
)λ(L−1)n+2 + 1

2!
(σ2

tot

2
)2 λ(L−2)n+4 +⋯+ 1

L!
(σ2

tot

2
)L λ

(0)
n+2L = 0, (B4)

and so on and so forth. The first equation (Eq. (B1))

has the solution λ
(1)
n = −(σ2

tot

2
)λ(0)n+2. This solution, in

turn, implies that λ
(1)
n+2 = −(σ2

tot

2
)λ(0)n+4, from where we

can solve the second equation—Eq. (B2)—to obtain

λ
(2)
n = 1

2
(σ2

tot

2
)2 λ(0)n+4. This logic can be carried out to

an arbitrary degree with induction. Thus, let us assume

that λ
(p)
n = (−1)p 1

p!
(σ2

tot

2
)p λ(0)n+2p for all p ≤ L − 1 and

show that it also holds true for p = L. To proceed,

notice that λ
(L)
n satisfies Eq. (B4), where every λ

(p)
n

with p ≤ L − 1 is known. Then, replacing λ
(p)

n+2(L−p) =(−1)p 1
p!
(σ2

tot

2
)p λ(0)n+2L for p ≤ L − 1, Eq. (B4) gives us

back:

λ(L)n = −⎛⎝
L−1
∑
p=0

(−1)p 1(L − p)!p!⎞⎠(σ
2
tot

2
)L λ

(0)
n+2L. (B5)

Thanks to Pascal’s formula for binomial coefficients, it is
possible to show that:

L−1
∑
p=0

(−1)p 1(L − p)!p! = (−1)L−1 1

L!
. (B6)

This finally leads to the result in Eq. (25):

λ(L)n = (−1)L 1

L!
(σ2

tot

2
)L λ

(0)
n+2L. (B7)
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