Ore grade estimation by feature selection and voting using boundary detection in digital image analysis
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A B S T R A C T

In mining, rock classification plays a crucial role at different stages of the extraction process ranging from the design of the mine to mineral grading and plant control. In this paper we present a new method to improve rock classification using digital image analysis, feature selection based on mutual information and a voting process to take into account boundary information. We extract rock color and texture features and using mutual information we selected 14 from 36 features to represent the data in a lower dimensional space. The original image was divided into sub-images that are assigned to one class based on the selected color and texture features using a set of classifiers in cascade. Additionally, using rock boundary information, a voting process for the sub-images within the same blob is performed. We compare our results based on sub-image classification to those obtained after the voting process and to those previously published on the same rock image database. We show that the RMSE on rock composition classification on a test database decreased 8.8% by using our proposed voting method with the automatic segmentation with respect to direct sub-image classification. The RMSE decreased 29.5% relative to previously published results with the same database.

1. Introduction

In mining, rock classification plays a crucial role at different stages of the extraction process ranging from the design of the mine to mineral grading and plant control (Chatterjee et al., 2010b). Characterization of the constituent rocks of an ore deposit including gangue material could be useful in the selection of the required equipment for excavation, and the strategies for blasting, among others. From a geological point of view, rock classification is useful for understanding the local properties of the ore deposit that determine the mine design.

Additionally, several processes in the mining plant can be optimized or improved by means of rock classification. For example, knowing rock types is important in determining various process parameters such as grindability, slurry viscosity, and screening efficiency, among others (Casali et al., 2001). In particular, lithological composition allows rock grindability characterization that in turn could be used to optimize mill operation. Consequently, an online ore composition estimation system that is able to detect ore hardness changes before the ore enters the mill can be used to control the mill speed improving the mill throughput processing (Tessier et al., 2007). Moreover, a mining plant could be optimized using ore sorting based on lithological composition to control the mill feeding.

Usually, rock classification or characterization is performed visually by mineralogists or geologists. However, a more sophisticated method for mineral identification for ore grading is done by collecting and chemically analyzing rock samples in a laboratory (Chatterjee et al., 2010b). Because of the time needed for the chemical analysis, it is not possible to perform it online. Therefore, a faster sensing system is desirable to achieve online estimation of rock composition. This could be possible with a machine vision system since visual classification of rocks is carried out by humans.

Machine vision in the mineral industry has been applied in several mining operations such as online inspection of crushed aggregates (Al-Batah et al., 2009), online ore sorting and classification (Casali et al., 2001; Chatterjee et al., 2010a, 2010b; Guyot et al., 2004; Perez et al., 1999; Singh and Rao, 2006; Tessier et al., 2007), particle and blast fragment size estimation and/or distribution (Al-Thyabat et al., 2007; Hunter et al., 1990; Koh et al., 2009; Petersen et al., 1998; Salinas et al., 2005; Thurlery and Ng, 2008), and froth monitoring (for a complete review see Aldrich et al. (2010), and others).

In this study we focus on the rock classification problem. Early efforts to use machine vision in rock classification started in the 1990s.
Oestreich et al. (1995) utilized a color sensor system based on color vector angle to estimate the composition of a mixture of two minerals, chalcopyrite and molybdenite. Perez et al. (1999) and Casali et al. (2001) used a multi-layer neural network to classify seven classes of lithologies. They extracted color, texture and geometric features from the rock images and performed a feature selection using a genetic algorithm. The method included a rock segmentation scheme based on binarization and morphological operators. Singh and Rao (2006) studied ferruginous manganese ores with histogram analysis in the RGB color space, combined with textural analysis based on the gray level co-occurrence matrix and edge detection. Tessier et al. (2007) presented a very complete study of an on-line automatic ore composition estimator mounted on a pilot plant. They studied five ore types from Raglan’s mine in Canada and used principal component analysis (PCA) and wavelet texture analysis (WTA) for color and texture feature extraction, respectively. They obtained promising results in both dry and wet rock images. The studies presented by Chatterjee et al. (2010a, 2010b) analyzed minerals coming from two different deposits – limestone and iron – although very similar approaches were used in both cases. They selected a segmentation algorithm from several tests and then applied morphological, textural and color feature extraction. PCA was used to reduce the feature vector and a neural network was used for classification.

Other rock classification systems were reported by Paclik et al. (2005) who used local texture information with co-occurrence likelihoods to build an industrial rock classification system; Lepisto et al. (2005) applied Gabor filtering to different color spaces for the classification of natural rock images; Linek et al. (2007) combined Haralick features and wavelet analysis for classification of rocks in electrical borehole wall images which are used in the exploration of ocean basins and the ocean crust by drilling; Kachanabul and Udombhunsakul (2008) utilized a neural network combined with PCA and applied spatial frequency measurement to separate 26 stone classes; Donskoi et al. (2008) modeled and optimized a hydrocyclone using optical imaging and texture classification; Murtagh and Starck (2008) used up to fourth order moments of wavelet and curvelet transforms to classify images of mixture aggregate; Goncalves et al. (2009) presented a study for classification of macroscopic rock texture based on a hierarchical neuro-fuzzy model; and Singh et al. (2010) developed an application of image processing on basalt rock samples where parameters are input to a neural network for classification.

The main contribution of our study is the application of a method to extract and select features based on rock color and texture, and using rock boundary information to improve classification performance by a sub-image voting scheme. We compare our results to those previously published on the same database with significant reduction of error in estimating rock composition in digital images. Our proposed method could be implemented in real-time to estimate mineral composition and can be used for online ore sorting and/or classification.

2. Material and methods

Our proposed method for rock classification includes color and texture feature extraction and feature selection as well as use of a support vector machine (SVM) for classification. We also added a post-processing stage that includes rock segmentation based on the Watershed algorithm and a voting process based on this information enhances rock classification. Fig. 1 summarizes the main steps of the proposed method for image analysis.

2.1. Image segmentation

Several alternatives are available for partitioning a digital image into fragments with only one rock type. As in Tessier et al. (2007), we divided each digital image of 1024×1376 pixels into 512 sub-images of 64×43 pixels. These sub-images are of 1.5 cm² and have enough size to capture the relevant textural features (Tessier et al., 2007). In the subsequent steps, the main processing unit is the sub-image, except for the voting stage which integrates results coming from several sub-images.

2.2. Feature extraction

A machine vision system can extract many types of features from rocks that can be categorized in three groups: color, texture and morphology. Since our processing unit is the sub-image, we do not consider morphological features (rock shape and size) and, as in Tessier et al. (2007), in our work only color and textural features are considered.

In rock classification, color features have been widely used (Chatterjee et al., 2010a, 2010b; Lepisto et al., 2005; Singh and Rao, 2006; Tessier et al., 2007) since the natural coloration of a mineral constitutes an essential characteristic. Nevertheless, color similarities could exist between different minerals. The RGB space is perhaps the most popular image representation and has also been widely used in rock classification. Other representations are HSV, normalized RGB, and YCbCr. Each channel of the selected representation contains a very large amount of information depending on the size of the image and, therefore, several techniques have been used to extract and represent the color information. For example, Principal Component Analysis (PCA), histogram parameters, as well as Gabor filters have been used to represent color features. In this study we used PCA applied to the RGB representation to extract color features, although other color representations were also explored. Specifically, we adopted the multi-way PCA utilized by Tessier et al. (2007). The
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**Fig. 1.** Block diagram of the proposed method for rock composition estimation.
reader is referred to that study for further details. Kanchanubal and Udomhunsakul (2008) also used PCA for color feature extraction.

Let \( I \) be one of the 512 sub-images reshaped into an \( n^*m \times 3 \) matrix, with \( n \) and \( m \) the width and height of the sub-image, respectively. \( I \) can be expressed in terms of the \( N \) loading vectors, \( p_k \), and the \( N \) score vectors, \( t_k \), as follows:

\[
I = \sum_{k=1}^{N} t_k p_k + E,
\]

where the matrix \( E \) contains the residuals. In Eq. (1) \( t_k \) is an \( n^*m \) column vector and \( p_k \) is three-dimensional. We considered the first two loading vectors as color descriptors and thus contributed with six color features for each sub-image.

Texture features account for spatial variations, i.e., information about the spatial arrangement of intensities in a selected region of an image. Texture is very important in rock classification since it has a great influence on rock parameters such as penetrability (Hoseinie et al., 2010) and helps in understanding the conditions under which rock crystallizes (Singh et al., 2010). Some of the rock texture characteristics are mineral content, packing, grain size and shape, bonding structure, etc. Among the techniques used for texture analysis in digital images are the Fourier transform, the wavelet transform, Markov modeling, Cabor filtering, and the Haralick texture features, among others. In the present paper, we utilized the Wavelet Texture Analysis (WTA) approach since it has already been successfully used in rock classification (Tessier et al., 2007). Wavelet functions have also been used by Murtagh and Starck (2008) for texture feature extraction in rock classification.

The WTA is a multi-resolution signal analysis based on wavelet transform which is a two-dimensional discrete transform for images (Mallat, 1989). It performs low-pass (with the scaling function) and high-pass (with the wavelet function) filtering followed by decomposition to compute the dimension called detail which can be in any direction. The process can be viewed as a decomposition using a set of independent frequency channels with spatial orientation specificity (Mallat, 1989). We used the Daubechies wavelets with two levels of decomposition, although other wavelet families such as Morlet and Haar were also explored with similar results.

The texture feature vector was constructed with first and second order statistics of the detail (three directions), matrices using energy and Haralick features (Haralick, 1979), which have been used before for rock texture characterization (Chatterjee et al., 2010a, 2010b; Linek et al., 2007; Paclik et al., 2005; Singh and Rao, 2006). We used four Haralick features computed on the co-occurrence matrix \( M(i,j) \) estimated as follows:

\[
\text{Energy : } E = \sum_{i,j} M^2(i,j),
\]

\[
\text{Entropy : } S = \sum_{i,j} M(i,j) \log(M(i,j)),
\]

\[
\text{Contrast : } C = \sum_{i,j} |i-j|^2 M(i,j),
\]

\[
\text{Correlation : } C = \frac{\sum_{i,j} (i-\mu)(j-\mu)M(i,j)}{\sigma^2}.
\]

We normalized the energy (Eq. (2)) with the max sum of the co-occurrence matrix. For the contrast (Eq. (4)) we set \( k = 2 \) and \( l = 1 \). In Eq. (5), the correlation, \( \mu \) and \( \sigma \) represent the mean and the standard deviation, respectively. The co-occurrence matrix \( M(i,j) \) counts the presence of pixel pairs \((i,j)\) for a given displacement vector. For example, if the displacement vector is unitary and horizontal, then \( M(i,j) \) specifies the number of times that the pixel with value \( i \) occurred horizontally adjacent to a pixel with value \( j \). Thus, \( M \) is \( n \times n \) with \( n \) the number of gray levels used to represent the image. We tested unitary displacements in four directions and used 16 levels for representation.

The final feature vector is the concatenation of color and texture features. We used 6 color descriptors as explained above. In the WTA we used two levels of decomposition leading to 6 detailed matrices that generate 30 descriptors: the energy of the 6 matrices plus 4 Haralick features for each of the computed co-occurrence matrices. Therefore, the length of the concatenated final vector was 36.

2.3. Feature selection

Starting from a large number of features extracted from input data, feature selection is the process of selecting a subset of relevant features which contain useful information for distinguishing one class from the others (Vinh et al., 2010). One of the main goals of feature selection is to represent the data in a lower dimensional space (Sun et al., 2002). An additional benefit of feature selection is the reduction in computational time. In particular, computational time is a key feature for image processing applications that require real-time performance (Perez et al., 2007). In particular, rock composition monitoring in mining applications requires real-time computation. The feature vector containing color and texture descriptors is reduced by means of feature selection. The idea is to find a subspace of \( m < N \) features from the \( N \)-dimensional observation space that characterizes the data so that classification error is reduced. This subspace is difficult to find exhaustively because the total number of subspaces is \( 2^N \) and also \( m \) is not known in advance (Peng et al., 2005). We used a method based on mutual information to search this subspace: the minimal-redundancy-maximal-relevance (mRMR) (Peng et al., 2005).

Let \( M \) be the mutual information between two random variables, \( X \) and \( Y \), defined in terms of the probabilistic density functions \( p(x) \), \( p(y) \) of \( X \) and \( Y \), respectively, and the joint probability density function \( p(x,y) \), as follows (Estevéez et al., 2009):

\[
M(X,Y) = \iiint p(x,y) \log \frac{p(x,y)}{p(x)p(y)} \, dx \, dy.
\]

The mRMR relies on two constraints based on mutual information. First, a maximal relevance criterion is implemented to search features \( x_i \) with the largest mutual information \( M(x_i,c) \) with the target class \( c \). This is accomplished by maximizing the following function:

\[
D(S,c) = \frac{1}{|S|} \sum_{x_i \in S} M(x_i, c).
\]

However, class separation is not greatly affected if two or more features depend heavily on each other. Therefore, a second criterion is used to select mutually exclusive features by minimizing the following function:

\[
R(S) = \frac{1}{|S|^2} \sum_{x_i, x_j \in S} M(x_i, x_j).
\]

2.4. Classifier

Once the feature vector has been reduced by means of the feature selection process, each vector \( x_i \) is assigned to one of three classes using a classifier. In a similar manner as in Tessier et al. (2007), we employed three SVMs coupled in cascade as a classifier. The SVM has become very popular within the machine learning community due to its great classification potential (Meyer et al., 2003). The SVM maps input vectors in a non-linear transformation to a high-dimensional space where a linear decision hyper-plane is constructed for class separation (Cortes and Vapnik, 1995). Although the SVM was originally
designated to solve a two-class problem, the extension for the separation of three classes is straightforward. In this study we coupled two layers of three-class SVMs in cascade, as shown in Fig. 1. The first layer consists of three SVMs where the input to each SVM is the reduced feature vector $x_\mu$, and the output is a scalar representing the predicted class. In the second layer only one SVM is used. The input to this classifier is a three-dimensional vector containing the predictions of the previous layer, and the output is the final prediction of the entire classification system.

2.5. Rock segmentation and voting process

Rock segmentation refers to the process of automatic separation of rocks or rock fragments within the image using digital image processing techniques. In this study, we use rock segmentation to identify blobs that belong to the same rock and therefore, sub-images that fall within each blob should have labels of the same class. The classification labels obtained for each of the sub-images are combined in a voting manner within each rock fragment or blob according to the segmentation. Each rock fragment is assigned to the class with the most votes. According to our literature review, this voting scheme has not been used before in rock segmentation. We proposed very recently a similar approach for biometric face recognition using Gabor jets where a weighted voting is used together with a threshold that allows the elimination of weak scores (Perez et al., 2011; Perez et al., 2010).

Several methods have been proposed for rock segmentation in the past few years, including those based on thresholding, region growing, region splitting and merging, and the approach based on abrupt changes in gray-level pixels (Wang, 2008). In the literature concerning the general problem of segmentation, the Watershed algorithm (Beucher and Lantuejoul, 1979) is highly relevant and has also been used in rock segmentation (Salinas et al., 2005). This non-parametric algorithm has the advantage that no threshold value is needed (Beucher and Lantuejoul, 1979). It is based on mathematical morphology and its conception comes from geography. Let us assume that the image border map is a topographic relief and that water starts filling the gaps reaching a minimum height. Thus, the Watershed lines are the borders of the catchment basins that overlap, i.e., points of the relief where the water reaches the minimum height. Formally, the set of Watershed lines $W$ can be defined as in Eq. (9)

$$ W = \bigcup_\lambda S\left(Y_\lambda - \bigcup_{\mu \in A} W_\mu \lambda X_\mu\right), $$

where the sub-index indicates that the point (or set) has the specified height, so that the term $\bigcup_{\mu \in A} W_\mu \lambda X_\mu$ represents the sets of points belonging to only one catchment basin with height less than $\lambda$. The set $S(YX)$ is called the skeleton by zone of influence of $Y$ with respect to $X$ and includes the points of $X$ at an infinite distance from $Y$ or points equidistant from two different connected components.

The success of the Watershed segmentation relies on the election of appropriate ‘seeds’ before filling the catchment basins (Salinas et al., 2005), which can be determined manually. We implemented a novel scheme to automatically determine an appropriate set of seeds for the rock images. This seed creation algorithm seeks rock cores applying morphological operations, motivated by the fact that in an image of rock mixture, each rock center represents a candidate for a catchment basin in the Watershed algorithm. It starts with Gaussian low-pass filtering and histogram equalization. Then several morphological operations (Soille, 2003) are applied over the gray level image, including erosion, opening by dilation, closing by reconstruction and regional maxima. It is worth noting that these morphological operations are extensions of the binary operations used widely in binary image processing. Other studies also use gray level morphological operations for rock segmentation (Chatterjee et al., 2010a, 2010b). Finally, resulting blobs are filtered by size, followed by a final block of morphological operations. Using these seeds generated with this algorithm, we tested the Watershed implementation available in the OpenCV library for machine vision. Fig. 2 shows an example of the Watershed seed initialization and rock boundary detection.

Once the border map is obtained, blobs are defined as regions within the image that fall within a closed loop. Then, a classification correction is applied on each blob assuming that all sub-images within the same blob are of the same class. A voting scheme is used in which all sub-images within the blob vote for the class they belong to and the blob class is the one with the most sub-image votes if the class with most votes is over a confidence threshold.

The process is repeated for all blobs. Finally, the estimated area composition of minerals in the image is computed using the corrected results for all sub-images. Fig. 3 shows an example of this voting process applied to an image of rocks from the database. Fig. 3(a) shows the original rocks in the image. Fig. 3(b) shows the results of the sub-image classification assigning one gray level to each of the three rock classes: gray level 1 for class 1, gray level 2 for class 2 and gray level 3 for class 3. Fig. 3(c) shows the results of using the boundary information from the Watershed segmentation to perform voting among all sub-images within a single blob. Fig. 3(d) shows the superposition of the final sub-image classification, after voting, and the original rock image. The voting method corrects some isolated misclassifications and thus increases the performance of the overall system. A second strategy was introduced to improve the accuracy of rock classification using the border map information. Results coming from sub-images with a high content of borders are assumed to barely contribute to estimation of mineral composition, because of both the

![Fig. 2. Example of the proposed Watershed rock segmentation. On the left image the seeds initialization is shown and on the right image the final rock segmentation is shown.](image-url)
absence of rocks and/or the mixture of several small rock fragments. Therefore, these sub-images are excluded from the final voting process.

2.6. Rock database

We tested our method on the rock database used by Tessier et al. (2007). This database was collected using a high resolution color camera mounted on a pilot plant with each digital image 1024×1376 pixels. Fig. 4 shows an example of captured rocks on a conveyor belt. The rock samples were extracted from Raglan’s nickel mine in Quebec, Canada, and contain five different ore types: massive sulfide (MS), disseminated sulfide (DS), “net textured” (NT), gabbro (G), and peridotite (P). These minerals can be classified according to their grindability in three groups: soft (MS), medium (DS and NT), and hard (G and P), with increasing hardness and density and, importantly, a decreasing level of nickel content. An experienced mineralogist manually classified these minerals according to the visual appearance of rock surfaces (color and texture) and shapes (morphology) (Tessier et al., 2007). The main objective of the machine vision system is to correctly identify the composition of these three grindability classes within a sample of rock mixture.

2.7. Performance measurement

In order to assess the performance of the proposed method quantitatively for on-line mineral composition estimation, we introduced two error measures that allow us to compare our results to those of the ground truth, i.e., the real composition of minerals in terms of weight. Thus, area estimations must first be converted into weight estimations. This was achieved by simply multiplying areas by mineral densities, and thus assuming constant rock load thickness (Tessier et al., 2007).

Let \( t_{ij} \) be the real weight proportion of rocks belonging to class \( i \) in time \( t \), \( w_{ij} \) the estimated weight proportions using the machine vision system, and \( N \) the total number of images. Then the error associated to each class \( e_i \) can be computed as follows:

\[
e_i = \sqrt{\frac{1}{N} \sum_{t=0}^{N} (t_{ij} - w_{ij})^2}.
\]  

The error \( e_i \), also known as Root Mean Square Error (RMSE), accounts for temporal variations in the load or sampled mixtures of rocks and it is useful for a general framework of rock weight proportion estimation. In order to obtain a single error measure, the Euclidean norm of the error per class is computed as

\[
Er = \sqrt{\sum_{i=1}^{3} e_i^2}.
\]
2.8. Experiments

We performed experiments to test the proposed rock classification method and compare our results to those previously published. We had 1098 available images from Tessier et al. (2007) database which were composed of 530 pure (265 dry and 265 wet rock images) and 568 mix rock images (284 dry and 284 wet rock images).

We used the 530 pure rock partition (265 dry and 265 wet rock images) as the training and validation dataset. This dataset corresponds to experiments 11 and 14 to 17 in Tessier et al. (2007).

We used the 568 mix rock images as the test dataset (284 dry and 284 wet rock images). This dataset corresponds to experiments 1 to 10 and 12 and 13 in Tessier et al. (2007).

Thus, each image was partitioned in 512 sub-images as described in the Methods.

From the training dataset a total of 50 dry rock images and 50 wet rock images were built with pure sub-images (512) eliminating background and rock edges. Therefore, a total of 51,200 pure sub-images of 64 × 43 pixels were available for training and validation. The whole training set was divided in 10 subsets, each one composed by one image of each rock type. Therefore, each subset contains one class of soft rock images, two classes of medium and two classes of hard rock images. Using the 100 images, a 10 fold cross-validation approach was used in order to choose best parameters for the SVM classifier. Therefore, 10 different SVM parameters were determined for testing that was performed on the 568 mix rock partition.

As in Tessier et al. (2007), and using the same training set of 100 images, a second experiment was performed training and testing only with dry rock images. In the same manner a third experiment was performed training and testing only with wet rock images. In experiments two and three training was performed with 10 dry or wet rock images and a 5 fold cross-validation approach was used in order to choose best parameters for the SVM classifier. Therefore 5 different SVM parameters were determined and testing was performed in the test dataset of 568 mix images (284 dry and 284 wet rock images).

The proposed method requires the choice of two thresholds, one to eliminate sub-images with high content of borders and a second one called confidence threshold used in the voting process. The choice was made using the training and validation partition of 530 pure images. A set of thresholds was tested ranging from 0.1 to 0.9. The border threshold of 0.4 and the confidence threshold of 0.6 were chosen. Using the same validation dataset 14 features were selected from the 36 possible features using mRMR.

3. Results and discussion

In order to compare our results to those reported by Tessier et al. (2007), we extracted the data from graphs presented in Fig. 15 in Tessier et al. (2007) using the xyExtract software. Thus, for each point in the graph we determine the error between the predicted composition by the model and the ground truth. From this error we determine the RMSE.

Table 1 shows the RMSE for the test dataset of 568 mix rock images (284 dry and 284 wet rock images) where the model was trained with dry and wet rocks. The first column shows the simulation number from 1 to 10. The second column shows the results for each of the 10 trained SVM models using only the sub-image classification to determine the composition. This result includes the feature selection using mRMR. On the third column of Table 1, the RMSE is shown when voting is added to the sub-image classification using information from manual rock segmentation (segmentation ground truth). The fourth column shows the RMSE using voting among the sub-images that fall within the blob given by the automatic Watershed segmentation. The first row shows the results from Tessier et al. (2007).

Comparing RMSE averages and standard deviations it is possible to determine that the error results including voting (30 ± 1.0 for manual segmentation and 31 ± 1.3 for Watershed segmentation) are lower with statistical significance (t-test, p < 0.0001) with respect to direct (34 ± 1.4) sub-image classification. The RMSE decreased 8.8% by using our proposed voting method with the automatic Watershed segmentation with respect to direct sub-image classification. The RMSE decreased 29.5% relative to previously published results with the same database using mix rock images.

Table 2 shows the RMSE for the test dataset of 284 dry mix rock images where the model was trained with dry rocks from the training set. The first column shows the simulation number from 1 to 5. The second column shows the results for each of the 5 trained SVM models using only the sub-image classification to determine the composition. This result includes the feature selection using mRMR. On the third column of Table 2, the RMSE is shown when voting is added to the sub-image classification using information from manual rock segmentation (segmentation ground truth). The fourth column shows the RMSE using voting among the sub-images that fall within the blob given by the automatic Watershed segmentation. The first row shows the results from Tessier et al. (2007).

In the case of training and testing with only dry rock images it is possible to compare the RMSE averages and standard deviations 25 ± 0.8 for manual segmentation and 27 ± 1.1 for Watershed segmentation are lower with statistical significance (t-test, p < 0.0001) with respect to

<table>
<thead>
<tr>
<th>Table 1</th>
<th>RMSE measured on the Mix testing dataset including dry and wet rock images. The second column shows the RMSE for each of the 10 trained SVM models using only the sub-image classification. The third column shows the RMSE with voting using manual rock segmentation. The fourth column shows the RMSE using voting for the automatic watershed segmentation. The first row on the fifth column shows the results from Tessier et al. (2007).</th>
</tr>
</thead>
<tbody>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>Tessier et al. (2007)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>2</td>
<td>33</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>34</td>
</tr>
<tr>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>6</td>
<td>38</td>
</tr>
<tr>
<td>7</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>34</td>
</tr>
<tr>
<td>9</td>
<td>33</td>
</tr>
<tr>
<td>10</td>
<td>34</td>
</tr>
<tr>
<td>Average</td>
<td>34</td>
</tr>
<tr>
<td>Std dev</td>
<td>1.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>RMSE measured on the Mix testing dataset including only dry rock images. The second column shows the RMSE for each of the 5 trained SVM models using only the sub-image classification. The third column shows the RMSE with voting using manual rock segmentation. The fourth column shows the RMSE using voting for the automatic watershed segmentation. The first row on the fifth column shows the results from Tessier et al. (2007).</th>
</tr>
</thead>
<tbody>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>Tessier et al. (2007)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>Average</td>
<td>31</td>
</tr>
<tr>
<td>Std dev</td>
<td>2.2</td>
</tr>
</tbody>
</table>
direct \((31 \pm 2.2)\) sub-image classification. The RMSE decreased 12.9\% by using our proposed voting method with the automatic Watershed segmentation. The most important result is that the RMSE decreased 18.2\% relative to previously published results with the same database for dry rock classification.

Table 3 shows the RMSE for the test dataset of 284 wet mix rock images where the model was trained with wet rocks from the training set. The first column shows the simulation number from 1 to 5. The second column shows the results for each of the 5 trained SVM models using only the sub-image classification. The third column shows the RMSE with voting using manual rock segmentation. The fourth column shows the RMSE using voting for the automatic Watershed segmentation. The first row on the fifth column shows the results from Tessier et al. (2007).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32</td>
<td>27</td>
<td>28</td>
<td>54</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>28</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>5</td>
<td>31</td>
<td>27</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>32</td>
<td>28</td>
<td>28</td>
<td><strong>54</strong></td>
</tr>
<tr>
<td><strong>Std dev</strong></td>
<td>0.7</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Fig. 5 and Fig. 6 show the estimation of rock composition per class using manual and Watershed segmentation, respectively. Both figures show in solid line the target, black squares our proposed method and gray circles the previously published results (Tessier et al., 2007).

The result improvements by our proposed method without voting over previous results can be explained by our feature selection. Our approach, based on MI uses all statistical information about the
probability distribution of the input features. Another method, such as Partial Least Squares (PLS) used in previous research (Tessier et al., 2007) is a linear regression and therefore some information can be lost when projecting to a three dimensional space.

Another source of result improvements is the proposed voting process among sub-images within each blob. The information about boundary for different rocks can be extracted by image analysis methodology and could be improved by using range imaging in the future.

We believe that in a conveyor belt application where rock samples might be captured over long periods of time and with a sampling rate determined by the camera frame rate, temporal information could be very useful to improve classification just like in face recognition. For example, it has been shown that by integrating results obtained from different frames, a more accurate prediction can be achieved (Ekenel et al., 2010). The integration method can be as simple as a voting scheme, although other strategies such as Markov hidden models or probabilistic frameworks can be used. Future research in on-line ore classification/sorting systems could tackle this issue.

4. Conclusion

A new rock classification method based on image processing was presented in this study. Significant improvement was shown by introducing a post-processing voting stage that combines rock segmentation with classification correction to enhance the estimation of rock types present in the mixture. The proposed method could be used for automatic on-line rock classification and sorting which in turn could help in optimizing, for instance, the throughput of mills within a mine. Error estimations were also presented for quantitative assessment of the machine vision system. The method reached results significantly better than those previously reported on a database of rock images captured from a pilot plant with nickel loads, although it could be used to classify other minerals.
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