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Linear Versus Nonlinear Neural Modeling
for 2-D Pattern Recognition

Claudio A. Perez, Guillermo D. Gonzalez, Leonel E. Medina,
and Francisco J. Galdames

Abstract—This paper compares the classification performance of linear-
system- and neural-network-based models in handwritten-digit classifica-
tion and face recognition. In inputs to a linear classifier, nonlinear inputs
are generated based on linear inputs, using different forms of generating
products. Using a genetic algorithm, linear and nonlinear inputs to the
linear classifier are selected to improve classification performance. Results
show that an appropriate set of linear and nonlinear inputs to the linear
classifier were selected, improving significantly its classification perfor-
mance in both problems. It is also shown that the linear classifier reached
a classification performance similar to or better than those obtained by
nonlinear neural-network classifiers with linear inputs.

Index Terms—Face recognition, genetic selection of inputs, handwritten-
digit classification, linear classifier, neural-network classifier, nonlinear
inputs.

I. INTRODUCTION

Modeling, based on linear systems and neural networks, has been
widely used in a large number of applications [1], [17]. Although the
linear-system and the neural-network approaches to modeling have
grown independently, they make use of similar techniques. The present
study compares linear-system-based models and neural-network-based
models in two pattern-recognition problems: handwritten-digit classi-
fication and face recognition.
Neural networks have been used in modeling pattern-recognition

problems in many industrial applications such as in woodboard-
defects classification for the forestry industry and in the lithological-
composition sensor for the mining industry [2], [6], [12]. Handwritten-
digit recognition is an important task in automated document analysis.
Applications have been developed to read postal addresses, bank
checks, tax forms, and census forms, including reading aids for the
visually impaired, among others [3]–[5]. Face recognition has become
popular as a possible person-identification procedure based on biomet-
rics. Several papers have used neural networks for face recognition in
the past few years [8], [14]. Both problems, handwritten-digit classifi-
cation and face recognition, are suitable for exploring new approaches
in the design of two-dimensional (2-D) pattern-recognition classifiers,
because they are inherently complex tasks, but they are restricted to
only a few classes, enabling relatively simple implementation [20].
In the problem of handwritten-digit classification, published results

on classification performance for handwritten digits fall in a broad
range, from 68% [15] to 99% [5], [18], [26]. Results largely depend
on the size of the database, type of partition, and rejection ratios
employed [5]. In the face-recognition problem, performances have
been reported reaching up to 95% on limited-size (less than 50
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Fig. 1. (a) Samples of the handwritten-digit training, validation, and test sets. (b) Samples of the AT&T Laboratories, Cambridge, face database for the training,
validation, and test sets.

individuals) databases [14], [23]. Therefore, to assess results of the
new classification methods, a comparison to an international database
or to a standard method is usually recommended.
The objective of the present study is to compare a linear system

and a neural-network approach to modeling in 2-D pattern-recognition
problems. It is shown that by introducing nonlinear operations among
the inputs to the linear classifier, its performance can be enhanced.

Nonlinear inputs to the linear classifier are generated by computing
different types of products among linear inputs. These nonlinear inputs
form a candidate set, from which nonlinear inputs are selected, using
a genetic algorithm (GA) to improve linear-classifier performance. A
comparison is made to neural-network classifiers using linear inputs.
The preliminary results of the method proposed in this paper were
presented in [21] and [22].
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II. METHODS

A. Databases

The method mentioned above is applied to the problems of
handwritten-digit classification and face recognition. A database com-
posed of 3674 handwritten digits was randomly partitioned into three
sets for training, validation, and testing. The partition randomly sepa-
rates digits from different persons, but leaves all digits from the same
person in a single partition. Therefore, from the generalization point
of view, this form of partition represents one of the most difficult
possible cases. The training set was composed of 1837 handwritten
digits, the validation set was composed of 918 digits, and the test set
was composed of 919 digits. Each handwritten digit is in 256 levels
of gray, composed of 15 × 23 pixels, and normalized in size. This
database is available in [11]. Fig. 1(a) shows handwritten-digit samples
of the training, validation, and test sets.
The second database is the face database from AT&T Laboratories,

Cambridge, U.K., where there are ten different images of each of the
40 distinct subjects. The size of each image is 92 × 112 pixels, with
256 gray levels per pixel. For some subjects, the images were taken
at different times, varying the lighting, facial expressions (open/closed
eyes, smiling/not smiling), and facial details (glasses/no glasses). All
the images were taken against a dark homogeneous background with
the subjects in an upright, frontal position (with tolerance for some
side movement) [7]. The face database was partitioned into three sets
for training (160 faces), validation (120 faces), and test (120 faces).
Since there are ten frontal faces for each subject, four images are in
the training set, three in the validation set, and three in the test set.
Fig. 1(b) shows samples of faces from the training, validation, and
test sets.

B. Classification Method

The inputs to the linear and nonlinear classifiers are gray-level
images of handwritten digits and frontal faces. Each pixel is considered
as an input to the classifier. In this paper, we will designate each
pixel in its original form as a linear input to the classifier. Therefore,
each digit is composed of 15 × 23 = 345 linear inputs to the classifier
and each face is composed of 92 × 112 = 10 304 linear inputs to the
classifier. The classifier has ten outputs, one for each handwritten digit
class (0–9), and forty outputs in the face recognition problem, since
there are 40 subjects on the database.

C. Linear System Modeling

1) Linear Inputs in the Linear System Model: Each of the linear-
model outputs is determined according to (1). The simplest model
contemplates only linear inputs, i.e., only the handwritten-digit pixels
x1, . . . , x345 or the face pixels x1, . . . , x10 304 are inputs to the linear
units:

ŷj =

q∑
i=1

ajixi + bj . (1)

The model is adjusted on the training set by finding the aji and bj .
In matrix form, the model can be expressed as

ŷ = A · x + b (2)

where A is a 10 × 345 matrix and b is a 10 × 1 vector for the
handwritten-digit-classification problem. A is a 40 × 10 304 matrix

Fig. 2. Graphical representation of products among inputs for a 3 × 3
neighborhood. (a) No product, (b) 2 × 1 product, (c) 3 × 1 product, (d) 1 × 2
product, (e) 2 × 2 product, (f) 3 × 2 product, (g) 1 × 3 product, (h) 2 × 3
product, (i) 3 × 3 product.

and b is a 40 × 1 vector for the face-recognition problem. The weights
can be found by minimizing the quadratic error given by

E =

p∑
j=1

e2j =

p∑
j=1

(yj − ŷj)
2 (3)

yj are the known outputs of the model for the input pattern k, and
ŷj is the output of the model. Therefore, the error ej depends on the
response of the model to the kth pattern in the database. To determine
the weights, the gradient-descent method is used [16], as stated in (4)
and (5).

∆aji = −η
∂E

∂aji
. (4)

Equations (1), (3), and (4) give

∆aji = −ηejxi. (5)

This method is applied over the training set, online, with
η = 0.005.
2) Nonlinear Inputs in the Linear-System Model: Nonlinear terms

were introduced in the linear-system model by including products
among inputs. Inputs are gray-level pixels from the input image.
Only products among certain neighbors were considered, because they
represent local spatial features that could be useful for classification.
Products may represent lines, corners, or region detectors in any di-
rection. For example, line-detector filters are found on cortical units in
the visual system of mammals [9], [13]. Product terms are determined
within a 3 × 3 pixel window. Any product among the pixels within
the 3 × 3 window is possible. In Fig. 2, the graphical representation
of products among pixels within a 3 × 3 window is shown, as used in
[22]. In case (a), a single pixel at the center represents the no-product
case or linear input. In the following, xij represents the center in each
3 × 3 neighborhood, and xp

ij represents the corresponding result of
products at (i, j). Case (b) corresponds to xp

ij = xijxi+1j , which is a
2× 1 product. In case (c), xp

ij = xi−1jxijxi+1j corresponds to a 3× 1
product. In case (d), xp

ij = xijxij−1 corresponds to a 1 × 2 product.
In case (e), xp

ij = xijxi+1jxij−1xi+1j−1, which is a 2 × 2 product.
In case (f), xp

ij = xi−1jxi−1j−1xijxij−1xi+1jxi+1j−1 corresponds
to a 3 × 2 product. Case (g), xp

ij = xij+1xijxij−1, represents a
1 × 3 product. Case (h), xp

ij = xij+1xijxij−1xi+1j+1xi+1jxi+1j−1,
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Fig. 3. Each image is divided into nine linear regions, L1, . . . , L9. For each region, two different product terms are calculated originating images P11, . . . , P19,
and P21, . . . , P29. The binary string represents the presence “1” or absence “0” of all possible sections as inputs to the linear classifier and encodes the products
within each rectangular region.

TABLE I
SUMMARY OF THE PARAMETERS FOR THE GA

represents a 2 × 3 product. Case (i), xp
ij = xi−1j+1xi−1jxi−1j−1

xij+1xijxij−1xi+1j+1xi+1jxi+1j−1, corresponds to a 3× 3 product.
Each image is divided into nine rectangular regions L1, . . . ,L9

and two different product terms are calculated within each of these
regions, creating two new images containing the products (see Fig. 3)
P11, . . . ,P19 and P21, . . . ,P29. The selection of an appropriate set of
linear inputs in regions L1, . . . ,L9 and the appropriate product terms
in regions P11, . . . ,P19 and P21, . . . ,P29 are determined by a GA.
Therefore, there are 18 different product terms for each image. The 18
different products allow the extraction of different features associated
with spatial characteristics in each image. After the linear and non-
linear inputs have been selected by the GA, the weights of the linear
classifier are adjusted with the training set. The generalization capacity
of the linear model with linear and nonlinear inputs is measured on the
test set, which was not used either to adjust the weights of the linear
classifier or to select the nonlinear products by the GA.

3) Genetic Algorithm: A GA was used to select product terms,
as well as linear terms, among the inputs. Each individual in a
population represented a set of linear and nonlinear inputs to the linear

TABLE II
NEURAL-CLASSIFIER TRAINING PARAMETERS

classifier. The set of inputs was composed of three images divided
into nine rectangular regions as illustrated in Fig. 3. The first image
represents the linear inputs, and the second and third images represent
nonlinear inputs in the form of product terms. Therefore, the selection
is performed among 27 image regions. Within each region of the
nonlinear inputs, a product term among pixels in a 3 × 3 window was
defined. Therefore, a total of 9 × 2 × 3 × 3 = 162 bits are required
to represent all product terms within the two images with nonlinear in-
puts. Therefore, each individual is encoded into 27 + 162 = 189 bits,
representing an image with linear terms and two images with nonlinear
terms. An example of the string with binary coding is shown in Fig. 3.
The fitness measurement is a number in the interval [0,1] represent-

ing the range between 0% and 100% recognition on the validation set.
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Fig. 4. Classification performance of the linear system model with a genetic selection of linear and nonlinear inputs for the handwritten classification problem:
(a) validation set, and (b) test set. Best individual, average of the population, and worst individual.

Fig. 5. Classification performance of the linear system model with a genetic selection of linear and nonlinear inputs for the face-recognition problem:
(a) validation set, and (b) test set. Best individual, average of the population, and worst individual.

The GA uses proportional selection [10] and the stochastic universal
sampling method [19] to assign an individual of the current generation
a probability to be chosen as an individual of the next generation. Uni-
form crossover and mutation [19] are performed on each population
after the selection and sampling processes. Table I shows a summary
of the GA parameters employed on the simulations.

D. Neural-Network Modeling

Neural-network models were implemented for single-layer percep-
tron and multilayer feed-forward neural networks with one hidden
layer. Units in these models are nonlinear because of the sigmoidal
function.
1) Single-Layer Perceptron: The perceptron model with a single

layer of nonlinear units and linear inputs for the ten classes differ
from the linear system model in the nonlinear sigmoidal function. The
equation for each of the outputs of the model is given by

ŷj = tanh

(
345∑
i=1

ajixi + bj

)
(6)

and in matrix form

ŷ = tanh(A · x + b). (7)

In (7) tanh is applied over each of the elements of vector ŷ =
[ŷ1 . . . ŷp]

T and x = [x1 . . . xk]
T.

2) Multilayer Perceptron: The equations in matrix form for a mul-
tilayer perceptron with one hidden layer, with layers ŷl1 and ŷl2 are
given by

ŷl1 = tanh(A1 · x + b1) (8)

ŷl2 = tanh(A2 · ŷ1 + b2) (9)

ŷl2 = tanh (A2 · tanh(A1 · x + b1) + b2) (10)

where tanh is applied over each component of the vector. Training
was performed by backpropagation with momentum and bias [16].
Table II shows a summary of the neural-classifier training parameters
employed on the simulations.
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Fig. 6. Percentage of the validation and test sets correctly classified by a one-hidden-layer perceptron as a function of the number of hidden units. (a) and (b)
Handwritten-digit problem. (c) and (d): Face-recognition problem.

E. Summary of Simulations Performed in Linear
and Nonlinear Modeling

The simulations performed for the linear-system model and the
nonlinear neural-network models were the following:

1) Linear system model with only linear inputs ( q = 345 inputs
and p = 10 outputs for handwritten digits and q = 10 304 inputs
and p = 40 outputs for faces).

2) Linear system model with genetic selection of linear and non-
linear inputs. The GA selects rectangular regions from the linear
input image, as well as from the pair of nonlinear products in
each of the nine sectors of the image. A maximum number of
inputs for the case of all sections selected by the GA include
1035 inputs in the handwritten-digits problem and 30 912 for the
face-recognition problem.

3) Single layer perceptron with linear inputs.
4) One-hidden-layer perceptron with linear inputs. The number of
hidden units varied from 1 to 120 for the handwritten-digit-
classification problem and from 1 to 130 for the face-recognition
problem.

In the case of the neural models, each simulation was performed at
least ten times with different starting sets of initial weights to avoid
local minima.

III. RESULTS

The linear-system model with linear inputs in the handwritten-
classification problem (345 inputs) yielded a classification perfor-
mance of 74.2% on the validation set and 79.0% on the test set. The
face-recognition problem (10 304 inputs), on the other hand, reached
a classification performance of 77.5% on the validation set and 87.5%
on the test set.
Results of the linear-system model with genetic selection of linear

and nonlinear inputs in the handwritten-digit-classification problem
are shown in Fig. 4. In this figure, the recognition rates on (a) the
validation set, and (b) the test set, are plotted as a function of the
generation number. The three curves shown in each graph correspond
to the classification performance of: (top) the best individual in each
population; (middle) the average of the population; and (bottom) the
worst individual in each population. The best classification perfor-
mance reached 87.9% on the validation set and 87.3% on the test set.
Therefore, the classification performance improved on the validation
and test sets by 13.7 and 8.3 percentage points, respectively, relative
to the case with only linear inputs.
In the face-recognition problem, Fig. 5 shows the linear-system

recognition rate on the (a) validation, and (b) test sets as a function of
the generation number when the GA selects linear and nonlinear inputs
to the linear model. The three curves shown in each graph correspond
to the classification performance of: (top) the best individual in each
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TABLE III
COMPARISON OF BEST CLASSIFICATION PERFORMANCE FOR THE LINEAR MODEL WITH LINEAR INPUTS, LINEAR MODEL WITH GENETICALLY

SELECTED INPUTS (LINEAR AND NONLINEAR), SINGLE LAYER PERCEPTRON AND ONE-HIDDEN-LAYER PERCEPTRON WITH

LINEAR INPUTS. RESULTS ARE SHOWN FOR THE VALIDATION AND TEST SETS FOR THE HANDWRITTEN-DIGIT
CLASSIFICATION AND FACE-RECOGNITION PROBLEMS

Fig. 7. Handwritten digits: (a) 8, (b) 9, (c) 5, and (d) 4, as linear and nonlinear inputs to the linear system (right column). On the column in the middle are the
selected type of filtering: linear (top) and nonlinear (middle and bottom).

population; (middle) the average of the population; and (bottom) the
worst individual in each population. The best recognition rate reached
89.2% on the validation set and 95.8% on the test set. Therefore, the
classification performance improved on the validation and test sets by
11.7 and 8.3 percentage points, respectively, relative to the case with
only linear inputs.
Results of the single-layer perceptron model with linear inputs in

the problem of handwritten-digit classification reached a classification
performance of 80.5% on the validation set and 80.9% on the test set.
In the problem of face recognition, the single layer perceptron reached
a classification performance of 85.8% on the validation set and 90.0%
on the test set. In both problems, the single-layer perceptron model
with linear inputs reached higher classification performance than those
obtained by the linear-system model with linear inputs. Nevertheless,
the single-layer perceptron reached lower classification performance

than the linear model with combined inputs (linear and nonlinear)
selected by the GA.
Results of the classification performance of the one-hidden-layer

perceptron with linear inputs as a function of the number of hidden
units are shown in Fig. 6 for the (a) validation set and (b) test set
in the handwriting-classification problem. Results show the average
classification performance and the standard deviation for ten simula-
tions. The number of hidden units was varied in each hidden layer
from 1 to 120, in steps of 10. It is observed that the classification per-
formance improves for a larger number of hidden units until 40 hidden
units, and thereafter, differences in classification performance are no
longer statistically significant for a higher number of hidden units.
The maximum classification performance for the one-hidden-layer
perceptron reached 84.8% and 85.1% for the validation and test sets
for 100 hidden units.
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Fig. 8. Two faces showing the linear and nonlinear inputs to the linear system (right column). On the column in the middle are the selected type of filtering:
linear (top) and nonlinear (middle and bottom).

TABLE IV
NUMBER OF ADJUSTABLE PARAMETERS EMPLOYED IN EACH MODEL

For the one-hidden-layer perceptron considering only linear inputs,
Fig. 6(c) and (d) shows the classification performance in the face-
recognition problem as a function of the number of hidden units. The
average recognition rate and standard deviation after ten simulations
are shown for each number of hidden units. The number of hidden
units was varied in each hidden layer from 1 to 130 in steps of
10 units. The maximum recognition rate reached 87.5% for the val-
idation set and 90.8% for the test set. Although the number of inputs
is large for the nonlinear classifier, the training converged to solutions
in all simulations. This can be observed from the generalization results
shown in Fig. 6, where the standard deviation for the ten simulations
computed for each number of hidden units was restricted to around
1%, specially in the case of a large number of hidden units. This
result shows that the solution found after training did not reach a local
minimum.
Table III shows a summary of results for the linear model with

linear inputs, the linear model with genetically selected linear and
nonlinear inputs, the single layer perceptron with linear inputs, and
the one-hidden-layer perceptron with linear inputs. It is observed that
a linear classifier with an appropriate set of nonlinear inputs reached
a classification performance similar or better than those obtained by
nonlinear classifiers, such as single-layer perceptron or one-hidden-
layer perceptron with linear inputs.

Fig. 7 shows four examples of handwritten digits as a linear input to
the system: a) digit eight; b) digit nine; c) digit five; and d) digit four.
The three images in the middle column with nine sections for each
one identify the best combination of linear (top) and nonlinear (middle
and bottom) inputs selected by the GA. The three images on the right
column represent the result of applying these linear and nonlinear
filters over the input image. These are the new inputs to the linear
classifier that improve its classification performance. As observed in
Fig. 7, several of the products selected by the GA correspond to
products among pixels in the vertical or horizontal direction. These
operations can be interpreted as feature extraction in the vertical and
horizontal directions. Also, other features, such as corners, are also
selected as shown in Fig. 7. It is interesting to see that these features
are associated with certain positions. For example, in Fig. 7, a corner
is selected in the center of the digit. In Fig. 8, a horizontal product
was also selected in the region of the left eye and feature detectors
of the corner type were selected in the right forehead. This feature
allows differentiation among faces with/without hair covering the right
forehead. Also a “U”-type feature was selected in Fig. 8, in the region
of the mouth that allows emphasis on certain mouth shapes.
Fig. 8 shows two faces as linear inputs to the system. The three

images in the middle column with nine sections each identify the best
combination of linear (top) and nonlinear (middle and bottom) inputs
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selected by the GA. The three images on the right column represent
the results of applying these filters over the input image. These are
the new inputs to the linear classifier that improve its classification
performance.
The total number of inputs to the linear-system model selected by

the GA is 650 (185 linear and 475 nonlinear) for the handwritten-
digit problem and 17 187 (5766 linear and 11 421 nonlinear) for the
face-recognition problem. The linear model with linear and nonlinear
inputs employs 650× 10 and 17 187× 40 parameters in each problem,
respectively. The neural network models (single-layer perception and
one-hidden-layer perception) were evaluated with linear inputs only,
i.e., 345 inputs for the handwritten-digit-classification problem and
10 304 inputs for the face-recognition problem. In this case, the
single-layer perceptron model requires 345 × 10 and 10 304 × 40
parameters in each problem, respectively. For the handwritten-digit-
classification problem, the number of adjustable parameters in the
one-hidden-layer perceptron model is the weights between the input
units (15 × 23 = 345) and the hidden units (40) plus the weights
between the hidden units (40) and the output units (10). Thus,
for the handwritten-digit-classification problem, there are a total of
345 × 40 + 40 × 10 adjustable parameters. For the face-recognition
problem, the number of adjustable parameters in the one-hidden-layer
perceptron model is the weights between the input units (92 × 112 =
10 304) and the hidden units (100) plus the weights between the hid-
den units (100) and the output units (40). Thus, for the face-recognition
problem, there are a total of 10 304 × 100 + 100 × 40 adjustable
parameters.
In addition, the linear model was also evaluated with linear inputs

only. The total number of adjustable parameters in the linear model
is 345 × 10 in the handwritten-digit problem and 10 304 × 40 in the
face-recognition problem. Table IV shows a summary of the total
number of adjustable parameters in each model for both problems.
The main objective of this research is to show that by increasing the

input space in a linear classifier by adding nonlinear inputs, the clas-
sification performance of the linear classifier is significantly improved
to the level of a nonlinear classifier. Two applications in 2-D pattern
recognition are used to show this result. In the handwritten-digit-
recognition problem, ten classes are required. In the face-recognition
problem, a database with forty different individuals was used, and from
this point of view, the method is applicable to a restricted domain
in the number of classes. However, face recognition in a restricted
domain may be useful in security applications, where only a limited
number of persons are allowed into a facility. Scalability to larger
number of classes is not shown in this paper. Although this maybe
viewed as a restriction, according to the non-free-lunch theorem, it
is not possible to find an algorithm to solve all possible problems
that is superior to any competitor [25], therefore all algorithms are
restricted in their application domain. From another point of view, the
computation of the parameters required by the linear classifier is the
result of solving a linear equation system and therefore, scalability to
a larger number of classes is a linear problem. This may be considered
an advantage relative to the nonlinear classifier. Nevertheless, the total
number of possible products may increase exponentially with the
number of classes, but the GA performs a selection among them. A
similar approach involving product terms is employed in support vec-
tor machines (SVMs), where kernels are used to produce a separation
among classes, allowing a linear classification [24].
Computation time was measured with a Pentium IV, 1.5-GHz

computer, with the code written in C++. In the handwritten-digit-
recognition problem, the classification time for a single digit was
0.63 ms in the linear model. This time includes computations for the
nonlinear inputs to the linear model. In the case of the perceptron
model, the classification time for one digit was 1.1 ms. In the case

of the face-recognition problem, the recognition time for a single face
image was 50 ms in the linear model. This time also includes the
time required to compute the nonlinear inputs to the linear classifier.
The perceptron model took 75 ms to recognize a single face. In both
problems, recognition time is shorter for the linear system, which
may be an advantage relative to the nonlinear classifier. The genetic
selection of linear and nonlinear inputs to the classifier takes 200 min
per generation in the handwriting-classification problem and 910 min
for the face-recognition problem in a Pentium IV, 1.5-GHz computer.
Nevertheless, for a given problem, the genetic selection is performed
only once, in offline mode. After the linear and nonlinear inputs have
been determined by the GA, the time required for classification in
online mode is 0.63 ms for the handwritten-digit problem and 50 ms
for the face-recognition problem. These computations include the time
required to compute the nonlinear inputs to the linear classifier.

IV. CONCLUSION

A comparison was performed among a linear-system model and two
nonlinear neural-network models in the problems of handwritten-digit
classification and face recognition. In both problems, results showed
that the linear-classifier performance could be enhanced by selecting,
as a new set of inputs, an appropriate set of linear and nonlinear inputs.
This selection was performed using a GA. Nonlinear inputs were
generated using different forms of generating products among linear
inputs. Nonlinear inputs were generated as products among groups of
pixels within a 3 × 3 window. A total of 18 different product terms
were allowed for each one associated to a region of the image.
After the selection of an appropriate set of linear and nonlin-

ear inputs, the classification performance of the linear classifier, on
the test set, improved from 79.0% to 87.3% in the handwritten-
digit-classification problem and from 87.5% to 95.8% in the face-
recognition problem. A single-layer perceptron with linear inputs
reached 80.9% and 90.0% of correct classification on the test sets in
both problems, respectively. A multilayer perceptron model with one
hidden layer reached the best classification performance of 85.1% on
the handwritten-digit-classification problem and 90.8% on the face-
recognition-problem on the same test sets.
The products among inputs can be interpreted as nonlinear filtering

over the input image to detect features such as lines in different
directions, producing an overall improvement in the classification
performance of the models. These nonlinear filters improve the linear
separation among classes because the classification performance of
the linear classifier improved when these inputs were selected as new
inputs.
The linear classifier with linear and nonlinear inputs shows simi-

lar or better results than the nonlinear classifier. The nonlinearities
introduced at the input of the linear system replace advantageously
the nonlinearities introduced by the nonlinear units in the neural-
network model. The linear and nonlinear inputs to the linear model
were selected by the GA, and therefore, the amount of information
processed by the linear model was reduced. In the nonlinear model, the
nonlinearities are introduced by every unit and no selection takes place.
Moreover, the total number of parameters of the linear model is lower
than that of the nonlinear model. The nonlinear neural model provides
a solution, but this may not be the best one, and the results could be
improved on, for example, by pruning. SVMs take a similar approach
by mapping the training data into a higher dimensional feature space,
where linear separation is possible with high performance [24]. SVM
has also used product features to map the input space into a linear
separable one [24]. As proposed in this paper, the nonlinear terms
produced as products among inputs are good feature extractors because
information in images is highly correlated.
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Advantages of using a linear classifier instead of a nonlinear one
include a significant reduction in training time, online propagation
time, and required computational resources such as memory. In future
research, different optimization algorithms may be employed and
compared in selecting linear and nonlinear inputs to the linear clas-
sifier. Besides GAs, simulated annealing, tabu search, and mutual in-
formation may be used to select the inputs to the linear classifier.
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Intermediating User–DSS Interaction With
Autonomous Agents

Rustam Vahidov

Abstract—The use of advanced decision support system (DSS) capabil-
ities is hampered by the inadequacy of a “toolbox” organization of DSS
from the user’s perspective. In such a setup, the user is assumed to have all
the knowledge and skills necessary to appropriately use the tools provided
by the system in the decision-making process. This paper proposes a model
for the use of autonomous agents as intermediaries between the users and
the system. The model is organized around the human problem-solving
process. The paper elaborates on the types of intermediary agents and the
architecture for a DSS. The approach is illustrated using the prototype for
an investment DSS.

Index Terms—Decision support systems, human problem solving, soft-
ware agents.

I. INTRODUCTION

The advance of the digital era brought about new challenges and
opportunities for organizational and individual decision makers. The
economic globalization processes, the increased complexity of the
competitive environments, the flattening of organizational structures,
and the explosive growth of potentially useful information on the
Internet complicate significantly and place a heightened pressure on
managerial decision making. It is therefore critical to many businesses
to have adequate means in place for transforming the vast volumes of
data into information relevant for decision making.
Decision support systems (DSSs) have traditionally been a tool

for supporting managerial decision making [1]. A recent study of
academic articles suggests that DSS has been one of the most popular
fields in the past [2]. However, a closer look reveals that the interest in
DSS (as manifested by the number of publications) has been somewhat
waning recently. In our view, this observation is a bit paradoxical:
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