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In this article we report a new method for gender classification from frontal face images

using feature selection based on mutual information and fusion of features extracted from

intensity, shape, texture, and from three different spatial scales. We compare the results of

three different mutual information measures: minimum redundancy and maximal relevance

(mRMR), normalized mutual information feature selection (NMIFS), and conditional

mutual information feature selection (CMIFS). We also show that by fusing features

extracted from six different methods we significantly improve the gender classification

results relative to those previously published, yielding 99.13% of the gender classification

rate on the FERET database.
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1. INTRODUCTION

During the 90’s, one of the main issues addressed in the area of computer
vision was face detection. Many methods and applications were developed including
the face detection used in many digital cameras nowadays. Gender classification is
important in many possible applications including electronic marketing. Displays
at retail stores could show products and offers according to the person gender as
the person passes in front of a camera at the store. This is not a simple task since
faces are not rigid and depend on illumination, pose, gestures, facial expressions,
occlusions (glasses), and other facial features (makeup, beard). The high variability
in the appearance of the face directly affects their detection and classification. Auto-
matic classification of gender from face images has a wide range of possible applica-
tions, ranging from human-computer interaction to applications in real-time
electronic marketing in retail stores (Shan 2012; Bekios-Calfa et al. 2011; Chu
et al. 2010; Perez et al. 2010a).

Automatic gender classification has a wide range of possible applications for
improving human-machine interaction and face identification methods (Irick et al.
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2007; Lu, Xu, and Shi 2009; Makinen and Raisamo 2008b). Gender classification
may be used to partition a face recognition database building clusters to reduce
the number of comparisons to identify a face (Wang et al. 2004; Wu, Ai, and Huang
2003; Alexandre 2010). Other novel applications include demographic information
collection, consumer behavior assessment, and selective electronic marketing in retail
stores.

Gender classification research is an emerging topic compared with other bio-
metric identification methods such as fingerprinting; face recognition, or iris identi-
fication (Perez et al. 2010b; Jun et al. 2011). A complete literature review and
comparison among best gender classification methods was performed in Makinen
and Raisamo (2008a; 2008b). It concluded that a relatively small number of papers
had been published with proven results on large and internationally available data-
bases. Most other articles comparing different gender recognition approaches report
results on non-identified subsets of larger databases, or on homemade examples
which are not possible to replicate for comparison purposes (Brunelli and Poggio
1995; Shakhnarovich, Viola, and Moghaddam 2002; Moghaddam and Yang 2002;
Wu, Smith, and Hancock 2010). Consequently, our literature review focuses only
on those methods capable of being compared on standard datasets.

Four different methods for gender classification were compared (Makinen and
Raisamo 2008b) in two large and internationally available faces databases; the
FERET (Phillips et al. 1997) and WWW (Makinen and Raisamo 2008b). The meth-
ods were: a multi-layer Perceptron neural network (NN) and a support vector
machine (SVM) with pixel-based inputs, an Adaboost, and an SVM with Local
Binary Pattern (LBP) features as inputs. The best result was Adaboost with
93.33% for image sizes of 32� 40 pixels. In Makinen and Raisamo (2008a), these
methods were compared for three different image face sizes: 24� 24, 36� 36, and
48� 48 pixels. The best classification rate was achieved with SVM with 36� 36 pixel
images reaching an accuracy of 86.54% on the FERET database. An approach to
gender recognition based on shape, texture, and intensity features using different
scales was proposed (Alexandre 2010). Different methods for gender classification

NOMENCLATURE

c classes

CMIFS conditional mutual information

feature selection

fi feature (i)

I(x, y) pixel position

I(xc, yc) central pixel position

mRMR minimum redundancy and maximal

relevance

MI mutual information

MIN normalized MI

MID mutual information difference

MIQ mutual information quotient

N(x, y) vicinity around (x, y)

NMIFS normalized mutual information

feature selection

P(x, y) joint probabilistic distribution

P(x) marginal probabilities x

P(y) marginal probabilities y

S subset features

jSj cardinality of S

SVM support vector machine

[ concatenation operator

VI relevance

Wi redundancy

Greek Letters

Xs set features
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were compared in the same group of images on the FERET database. The best gen-
der classification accuracy based on pixel intensities was 87.85% for a 36� 36 pixel
image. Results using shape features yielded 91.59% correct classification for
128� 128 size, and 93.46% using LBP texture features, also on 128� 128 image sizes.
Fusing the three types of features (intensity, shape and texture) yielded the best score
of 95.33% on the FERET database (Alexandre 2010). Using three spatial scales of
20� 20, 36� 36, and 128� 128 and the three types of features (intensity, shape,
and texture), a score of 99.07% was reached on the FERET database (Alexandre
2010). The total number of inputs was increased nearly nine-fold, 46,845 inputs,
by using three types of features and three different scales. Computational time
depends on the number of inputs to the classifier and it is an important factor in
most real-time applications involving face processing (Perez et al. 2007, Perez et al.
2005) and therefore a feature selection process is desirable. Also, in Mayo (2008), a
method was proposed for gender classification by expanding the training data set
with examples of faces that had been deliberately misaligned. The overall best result
for gender classification on the FERET database was 99.07%.

Starting from a large number of features extracted from input data, feature
selection is the process of selecting a subset of relevant features which contain useful
information for distinguishing one class from the others (Vinh, Thang, and Lee
2010). One of the main goals of feature selection is to represent the data in a lower
dimensional space (Sun, Bebis, and Miller 2004; Bekios-Calfa et al. 2011). The lack
of an effective method for selecting an appropriate set of features has been compen-
sated in part, by classification algorithms capable of dealing at least partially with
redundant and irrelevant features (Sun, Bebis, and Miller 2004). The goal of the fea-
ture selection process is to choose the smallest subset of features that carry as much
information about the class as possible. In Perez, Cament, and Castillo (2011) a
method for feature selection based on an entropy measure for face classification
was proposed for a local matching Gabor-based approach. Besides significantly
reducing the number of computations, the recognition rate was also improved.

Mutual information (MI) has been used as a feature selection criterion because
of its good representation of relevance and redundancy between random variables
and its robustness in noisy environments and data transformations. Moreover, MI
can provide an optimal feature set regardless of the classifiers (Chow and Huang
2005). Mutual information has been used with success in other applications to select
features (Huang, Cai, and Xu 2006; Peng, Long, and Ding 2005).

In this article we report the use of feature selection based on MI and fusion of
three features for gender classification. Starting from a large number of features,
such as all pixels in the image, a selection is performed from the input data. The
objective is to find the best subset of relevant features that contains useful infor-
mation to distinguish one class from the other. In this way, the data is represented
in a lower dimensional space allowing higher classification performance because
noisy inputs are discarded and processing time can be reduced significantly since
fewer features are computed. We also show that fusion among selected features
improve classification results. We reached significantly better results than all those
previously published in gender classification. A reduction in computational time is
essential in many real time applications, and therefore feature selection methods
and fusion of features is highly desirable.
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We also show that fusion of features extracted from six different methods
improves significantly classification performance. We compare the results of three
different mutual information measures: minimum redundancy and maximal rel-
evance (mRMR) (Ding and Peng 2003), normalized mutual information feature
selection (NMIFS) (Estévez et al. 2009), and conditional mutual information feature
selection (CMIFS) (Cheng et al. 2008), and show that the fusion of features from dif-
ferent methods significantly improves the classification results relative to those pre-
viously published. We compare our results to those of the best gender classification
methods published based on standard face databases (FERET and WWW face data-
bases) in the literature. Using different image sizes and database partition we
obtained significant gender classification improvements that ranged from 1.2% to
12.7% on the FERET database and from 4.1% to 8.9% on the WWW face database.
This is significantly better than all previously published results that reduced the
number of classifier inputs on the same databases. Based on our literature review,
this is the first time feature selection based on mutual information has been applied
to gender classification.

2. CLASSIFICATIONS ALGORITHMS

In this article we report the use of feature selection based on MI and fusion of
three features for gender classification. Starting from a large number of features (all
pixels in the image), we select from the input data the best subset of relevant features
which contains only the useful information to distinguish one class from the other.
Selected features are used as inputs to the classifiers. Fusion among selected features
should improve classification results. Also, a reduction in computational time is
essential in many real time applications. The diagram in Figure 1 shows the main
steps of the proposed method for both experiments (1 and 2); face detection, align-
ment, feature selection=fusion, and classification.

Figure 1. Flow chart representing the experiments performed. The dashed arrow indicates that this stage

was used in experiment 1. The black arrow indicates the fusion of features used in experiment 2.
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2.1. Feature Selection Criteria

The goal is to select a feature subset that best characterizes the statistical pro-
perty of a target classification variable, subject to the constraint that these features
are mutually as dissimilar to each other as possible, but marginally as similar to
the classification variable as possible. Different forms of mRMR, where ‘‘relevance’’
and ‘‘redundancy’’ were defined. MID and MIQ represent the Mutual Information
Difference and Quotient, respectively, to combine the relevance and redundancy that
are defined using MI. These are the two most used forms of mRMR. NMIFS is an
improved version of mRMR based on the normalized feature of mutual information;
the MI between two random variables is bounded above by the minimum of their
entropies. As the entropy of a feature could vary greatly, this measure should be nor-
malized before applying it to a global set of features. CMIFS, is a greedy algorithm,
that detects both cooperation and redundancy interaction of features. These charac-
teristics can be obtained from images of intensity, texture, color, shape, and others.

Traditionally, information theory is used to quantify concepts of relevance and
redundancy and can be used in feature selection methods (Ding et al. 2003). We for-
malized these concepts and applied them to feature selection in gender classification.
Given an input set F (feature) and output class C (gender), the first step is to find
which features have more information to describe C. The decision of which features
should be chosen is usually associated to the degree dependency of each single fea-
ture when used to describe C. However, a group of features may be more relevant
than the same features acting independently. This means that many different levels
of relevance can be defined. The concept of redundancy is associated with the level
of dependency between two or more features in F. This can be quantified by the com-
mon information shared by features (Peng et al. 2005). A critical issue in discrimi-
nant analysis is feature selection. Instead of using all available variables (features
or attributes) in the data, a subset of features is selected to be used to discriminate
classes. Some advantages of feature selection are the dimension reduction to reduce
the computational cost, reduction of noise to improve the classification accuracy and
more interpretable features or characteristics that can help identify and monitor the
operation of a classifier system. If a feature or pixels have expressions randomly or
uniformly distributed in different classes, its mutual information with these classes is
zero (Ding and Peng 2003). In this article we report use of feature selection based on
mutual information (MI) for gender classification to show that it provides a general
and powerful framework for reducing the number of features and improving gender
classifications rates. We compare the results of three different mutual information
measures: mRMR, NMIFS, and CMIFS. We also show that the union and features
selection significantly improves the classification results relative to those previously
published. In the classifications task, redundant features may act as noisy inputs
to the classifier and should be removed. The mutual information measures mRMR,
NMIFS, and CMIFS recognize a redundant candidate features based on its depen-
dency with the selected features. The goal of mRMR is to select a feature subset that
best characterizes the statistical property of a target classification variable, subject to
the constraint that these features are mutually as dissimilar to each other as possible,
but marginally as similar to the classification variable as possible. We showed several
different forms of mRMR, where ‘‘relevance’’ and ‘‘redundancy’’ were defined using
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mutual information (MID, MIQ). MID and MIQ represent the Mutual Information
Difference and Quotient, respectively, to combine the relevance and redundancy that
are defined using MI. They are the two most used mRMR schemes (Ding and Peng
2003; Akadi et al. 2009). NMIFS is based on the normalized feature of mutual infor-
mation; the MI between two random variables is bounded above by the minimum of
their entropies. As the entropy of a feature could vary greatly, this measure should
be normalized before applying it to a global set of features (Peng et al. 2005). CMIFS
is a greedy algorithm; it will remove classification redundancy features beforehand.
CMIFS can be used to detect both cooperation and redundancy interaction of fea-
tures (Ding and Peng 2003). These MI measures can be applied to images of inten-
sity, texture, color, shape, and others.

The MI (Ding and Peng 2003) between two variables, x and y, is defined based
on their joint probabilistic distribution p(x, y) and the respective marginal probabil-
ities p(x) and p(y) as

MIðx; yÞ ¼
X

i;j

pðxi; yjÞ log
pðxi; yjÞ
pðxiÞpðyjÞ

: ð1Þ

We use mutual information to measure the level of ‘‘similarity’’ between pixels.
The concept of minimal redundancy, as in equation (2), allows selection of pixel
pairs that are maximally dissimilar (Ding and Peng 2003). When two features highly
depend on each other, the respective class-discriminative power would not change
much if one of them were removed. Therefore, the following minimum redundancy
(Min Red) condition can be added to select mutually exclusive features.

MinRed;Red ¼ 1

Sj j2
X

fi;fj2S
MIðfi; fjÞ ð2Þ

where S denotes the feature subset, jSj is the number of features in S, and MI(fi; fj) is
used to represent the mutual information between features. fi y fj. MI(c; fii) quanti-
fies the discriminant power for different target classes that can be obtained by the
mutual information among target classes c¼fc1,c2, c3 . . . .cKg. Thus, MI(c; fi) quan-
tifies the relevance of fith feature for the classification task.

Therefore, the maximum relevance condition shown in equation (3) maximizes
the total relevance of all pixels in s (Ding and Peng 2003). Maximal relevance (Max
Rel) is to search features that approximate with the mean value of all mutual infor-
mation values between individual features fi and class c

Max Rel; Rel ¼ 1

Sj j
X

fi2S
MIðc; fiÞ ð3Þ

The first feature is selected according to Rel, i.e., the feature with the highest-
MI(c; fi). Subsequent features are selected incrementally in the feature set s. If m fea-
tures are already selected from S, and an additional feature is selected from X¼X�S
then the two conditions are optimized: the min operation from equation (2) is inter-
preted as minimum redundancy computation; the max operation is interpreted as
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maximum relevance as shown in equation (3). The criterion combining the above two
constraints is called ‘‘minimum-redundancy-maximal-relevance’’ (mRMR).

2.1.1. Minimum redundancy and maximal relevance (mRMR). Two
forms of combining relevance and redundancy operations are used here (Peng, Long,
and Ding 2005): mutual information difference (MID) equation (4), and mutual
information quotient MIQ equation (5) as

MID ¼ maxðRel �RedÞ; ð4Þ

MIQ ¼ maxðRel=RedÞ: ð5Þ

The mRMR feature set is obtained by optimizing the conditions in equation (4)
and equation (5) simultaneously. Optimization of both conditions requires combin-
ing them into a single criterion function (Ding and Peng 2003) as shown in the
following

f mRMR Xið Þ ¼MIðc; fiÞ � 1

Sj j
X

fi2S
MI fi; fjð Þ ð6Þ

where, MI(c; fi) measures the relevance of the feature to be added for the class and

the term 1
Sj j
P

is2S MI fi; fjð Þ estimates the redundancy of the fith feature with respect

to the subset of previously selected features S.

2.1.2. Normalized mutual information feature selection (NMIFS). In
Estévez and colleagues (2009), we proposed an improved version of mRMR based
on the normalized feature of mutual information; the MI between two random vari-
ables is bounded above by the minimum of their entropies. As the entropy of a fea-
ture could vary greatly, this measure should be normalized before applying it to a
global set of features (Estévez et al. 2009) as

f NMIFS Xið Þ ¼MIðc; fiÞ � 1

Sj j
X

fi2S
MIN fi; fjð Þ; ð7Þ

where IN, is the normalized MI by the minimum entropy of both features, as
defined in

MIN fi; fjð Þ ¼ MI fi; fjð Þ
min H fið Þ;H fjð Þð Þ: ð8Þ

2.1.3. Conditional mutual information feature selection. Let S be the set
of already-selected features, and the set of candidate features X, S X¼; and c is the
output class set. The next feature in X to be selected is the one that makes MI(c; fi, S)
maximum, where fi2X and

MI c; fi;Sð Þ ¼MI c; fið Þ � MI fi;Sð Þ �MI fi;Sjcð Þ½ � ð9Þ
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Then c is the output class, and S is the selected feature subset, X is the candi-
date feature subset, and fi2XS. The following pseudo code describes feature selec-
tion using CMIFS (Cheng et al. 2008) where fi is the ith feature selected.

(i) Initialization: set X¼ffi=i¼ 1, . . . , (N)g, initial set of N features, and S¼f;g,
empty set.

(ii) Compute the MI with respect to the classes: compute MI(fi; c), for each fi2X.
(iii) Select the first feature: find fi¼maxi¼ 1,..., NfMI(fi; c)g. Set Xs X=ffig; set

S ffig.
(iv) Greedy selection: repeat until jSj ¼ k.

a. Compute the MI between features; compute MI(fi; fj) for all pairs (fi; fj), with
fi2X and fj2S, if it is not available.

b. Select the next feature fi2X that maximizes the measure. Set Xs X=ffig; set
S ffig.

The theoretical complexity for the feature selection stage is:
jSj is the number of feature in S, N is the number of data samples available.

MID and MIQ requires O�(�N), mRMR, requires: O�(N), NMIFS, requires:
O�(N�log�N), CMIFS, requires O�(S-N).

2.2. Feature Extraction and Fusion

In this article we use three different types of face features to classify gender. We
extract intensity, shape, and texture features using three different spatial scales, see
Figure 2. For the spatial scales we used the same as in Makinen and Raisamo (2008a)
24� 24, 36� 36, and 48� 48. We also used 24� 24 and 32� 40 for the FERET data-
base (Phillips et al. 1997) and WWW for comparsion with Makinen and Raisamo
(2008b). Additionally we use face image dimensions of 20� 20, 36� 36, and
128� 128 for the FERET database to compare with Alexandre (2010).

The intensity feature for each pixel is the gray level of each pixel. The shape
feature is extracted from the edges histogram. Vertical and horizontal edge maps
are computed using the masks [� 1, 0, 1] and [� 1, 0, 1]T. Consider that v and h
are the vertical and horizontal edge values at any pixel obtained by convolution of
the edge masks with the original image, respectively. The edge map is found using

h ¼ tan�1 v
h

� �
and the edge magnitude is given by m ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ h2

p
. The edge map is

Figure 2. Example images of image (a) intensity, (b) shape, and (c) texture.
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discretized in 18 degree intervals. Each pixel adds its magnitude mto the bin that cor-
respond to its edge directions h. For N image windows, an image is represented by
20�N real values. The N window sizes are specified in 2.4.2.

For the texture features, in this work we use the LBP transformation. LBP fea-
tures are computed from pixel intensities in a neighborhood as in Ojala, Pietikainen,
and Maenpaa (2002). If h(I(xc,yc),I(x,y)) is a comparison operator such that h¼ 1 if
I(xc,yc)<I(x,y) and h¼ 0 otherwise, then

LBPðx; yÞ ¼ �
ðx0; y0Þ 2 Nðx; yÞ hðIðx; yÞ; Iðx

0; y0ÞÞ ð10Þ

where N(x, y) is a vicinity around (x, y) and U is the concatenation operator.
After the feature extraction, we fuse the information at the feature level by

combining the feature vectors from different sources into a single feature vector that
becomes the input to the feature selection method and then the selected features
become the inputs to the classifier. The classifiers are trained with different features
and with the fused features.

The databases were partitioned to have 80% training data and 20% testing
data. All results were obtained with fivefold cross-validation, simulations using an
SVM classifier. L1, L2, and L3 represent fusion of intensities, shape and texture
for three different sizes, 20� 20, 36� 36, and 128� 128. L4, L5, L6 represent the
fusion of three different features (intensity, shape, and texture) for 20� 20,
36� 36, and 128� 128 respectively. L7 represent fusion of three scales and three
types of features, as shown in Figure 3.

2.3. Classifiers

2.3.1. Dataset experiment 1. The tests were performed on two inter-
nationally available face databases. These databases were used to train and test
the MI feature selection method as well as the fusion method to allow comparison
of results with those previously published. As in Makinen and Raisamo (2008b),
faces of one image per person from the Fa and Fb subsets were used and duplica-
tions were eliminated. Therefore, 450 female and 450 male normalized images were
used from the FERET database. The second database, the WWW image database,

Figure 3. Diagram explaining the fusion of features made in experiment 2. It shows clearly how fusion is

obtained from L1 to L6. In this diagram L1, L2, and L3 were obtained from vertical fusion of features and

L4, L5, and L6 were performed by horizontal fusion of features.
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contains 2,360 female and 2,360 male images, randomly collected from the World
Wide Web and annotated by the researchers (Makinen and Raisamo 2008b). Faces
were detected automatically by face Detector OpenCV 1.0 (Open CV 2005). To com-
pare our results with those of Makinen and Raisamo (2008a; 2008b) two sets of
image sizes were used. The first set was composed of 411 images (212 males and
199 females) and three image sizes (24� 24, 36� 36, and 48� 48) from the subset
Fa of the FERET database (Makinen and Raisamo 2008a). The second set was com-
posed of 900 images of 24� 24 and 760 images of 32� 40 from the subset Fa of the
FERET database (Makinen and Raisamo 2008b). We used a PC Intel I7 with 4 GB
of memory Ram.

As in (Makinen and Raisamo 2008a; 2008b), both databases, FERET and
WWW, were partitioned to have 80% training data and 20% testing data. All results
were obtained with fivefold cross-validation, simulations. For all four models, a
training set was used to determine the best number of features that were tested later
on the test set for the FERET as well as the WWW databases.

In the FERET database, the eyes were located manually in the faces and face
were rotated and aligned in the images so that each face had eyes in the same
location and all faces were in the upright position (Makinen and Raisamo 2008b).
Later the face areas were scaled to different sizes. The following rules were used
for the calculation of the rectangular area as shown in Figure 4. The width for the
rectangle is computed using the eye distance, de. The de is the distance between
the detected locations of the left eye and the right eye. A space is left on both sides
of the eyes which is 0.25�de for each side of the eyes. The total width for the rectangle
is 1.5�de. The space included above the eyes is 0.5�de. The height of the rectangle is
2.2�de. In the WWW database the images were not aligned and faces were detected

Figure 4. Graphic description of the measures used to standardize and align face images, when the

coordinates of the eyes are used.
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using the face detector of OpenCV (OpenCV, 2005). In the Morph-II face database,
faces were detected and aligned using the face detection OpenCV.

2.3.2. Dataset experiment 2. In this experiment we used the same image
sizes as those used in Alexandre (2010) to be able to compare our results of feature
selection and fusion to those previously. We compare the results of our method to
those reported in (Alexandre 2010; Makinen and Raisamo 2008a) using the same
dataset from the FERET Database with sizes 20� 20, 36� 36, and 128� 128. Three
hundred and four images are used for training and 107 for testing. All results were
obtained with fivefold cross-validation, simulations. For all four models, a training
set was used to determine the best number of features that were tested later on the
test set.

In experiment 2, we performed 7 tests, called L1 to L7, where L1 represents
fusion of intensities of pixels from different size images, L2 represents fusion of
shapes from different size images and L3 represents fusion textures from different
size images (LBP). Different image sizes were 20� 20, 36� 36, and 128� 128,
respectively. L4 represents fusion of three features (intensity, shape, and texture)
for size 20� 20, L5, L6 represent the same fusion but sizes, 36� 36 and 128� 128,
respectively. L7 represent fusion of three scales (20� 20, 36� 36, and 128� 128)
and three types of features (intensity, shape, and texture). Fusion is performed by
simple concatenation of inputs to the classifier. Figure 3 illustrates the 7 different
fusion schemes tested. Figure 2 shows example images for intensity, shape, and
texture.

2.3.3. Cross database performance. The Labeled Faces in the Wild (LFW)
and MORPH-II databases were used to test cross database performance
(Dago-Casas et al. 2011). These databases were tested with the best cases selected
for the FERET and WWW databases.

The LFW database contains faces of 5,749 individuals (4,263 male, 1,486
female) collected from the web using a Viola-Jones face detector. Of these, there
are 1,680 people for which more than one image is available. This results in
10,256 male images and 2,977 female images. These color images have a resolution
of 250� 250 (Huang et al. 2007).

The MORPH-II database is composed of 55,608 color images of 13,673 sub-
jects of the age between 16 and 99 years, where 47,057 images correspond to male
persons and 8,551 to female persons. 42,897 of these images depict black faces,
10,736 white, 1,753 Hispanic, 160 Asian, 57 Indian and 5 faces are of other ethnici-
ties. The images have varying resolutions of either 200� 240 or 400� 480 pixels.
This dataset is highly imbalanced towards black male persons and missing images
of persons below the age of 16 (Ricanek and Tesafaye 2006).

2.4. Classifiers

2.4.1. SVM model with pixel based inputs (SVM). An SVM model
was used to classify gender from a selected set of pixels in the same manner as in
Makinen and Raisamo (2008a; 2008b) for experiment 1 and as in Alexandre
(2010) for experiment 2. The selected pixels were used as input to the SVM
(Vankayalapati et al. 2011). We trained the SVM with histogram equalized image

102 C. PEREZ ET AL.

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

id
ad

 d
e 

C
hi

le
],

 [
C

la
ud

io
 P

er
ez

] 
at

 1
4:

14
 1

3 
M

ar
ch

 2
01

2 



pixels. The pixel intensities were scaled to range from �1 to 1 and transformed with
the RBF kernel. The most relevant pixels were selected using mRMR, NMIFS, and
CMIFS. In experiment 1, a number of selected features were in the range 50–500 for
image size 24� 24, 50–1,000 for 36� 36, and 50–2,000 for 48� 48. In experiment 2,
the number of selected features was in the range 50–10,000 for L1, 50–5,000 for L2,
50–10,000 for L3, 50–1,000 for L4, 50–10,000 for L5, and 50–15,000 for L6. L7
represents the union of L1-L6 features, i.e., the union of mRMR for L1 to L6.
The L7 (Best fea) represents the union of the best features of each one of L1 to
L6, for each feature selection method with size of 33,800 features.

2.4.2. SVM model with LBP features (SVM_LBP). The LBP values were
computed and used as inputs to the SVM with RBF kernel. For Experiment 1, as
in Makinen and Raisamo (2008a; 2008b), the face image was divided in N, 8� 8
blocks, and the LBP operator was applied to each block using 4-connected neighbors
and a radius of one. Then a histogram with 16 bins was created for each block. We
also performed the uniform LBP feature extraction with 8-connected neighbors and
radius one. A 59-bin histogram was created for this LBP. The histograms were con-
catenated (N�16þ 59) and the best features were selected using mRMR, NMIFS,
CMIFS in the ranges 50–200 for image size 24� 24, 50–300 for size 36� 36, and
50–500 for size 48� 48. In experiment 2, for the shape and texture features we chose
a window size that yielded the best results in Alexandre (2010) for each image size of
128� 128, 36� 36, and 20� 20. For 128� 128 images the windows sizes was 16� 16;
for the 36� 36 was 6� 6, and for 20� 20 images the window size was 10� 10. In all
cases the windows had 50% overlay, and the histograms were concatenated.

2.4.3. Neural network (NN) model. In experiment 1, a multi-layer Percep-
tron NN, trained with back-propagation method with equalized face images was
used as in Makinen and Raisamo (2008b). Input features were used as inputs to
the NN. Inputs were selected using mRMR, NMIFS, and CMIFS. Each node at
the input layer represents one data value. The hidden layer with activation function
has two nodes and the output layer has one node. The output of the NN is the classi-
fication result value in the range [�0.5, 0.5], where the value above zero was defined
as male and below zero as female. Figure 5 shows the structure of the NN.

Figure 5. Example of a multi-layer Perceptron with one hidden layer and one output node.
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2.4.4. Adaboost model. The other classifiers were: Support Vector Machine
(SVM) with base input, different types of Adaboost, including Threshold Adaboost
(ADA_TH), Gentle_Adaboost (ADA_GENTLE), Real Adaboost (ADA_REAL),
Modest Adaboost (ADA_MOD) and SVM with local binary pattern (SVM_LBP)
(Wu, Ai, and Huang 2003; Vezhnevets 2005; Qahwaji et al. 2008). In all cases the
inputs were the selected features. The Adaboost model is based on a set of weak
classifiers in cascade (Viola and Jones 2001) that are trained using the selected fea-
tures extracted from the face using mRMR, NMIFS, and CMIFS. The number of
selected features was in the range 50–500 for image size 24� 24, 50–1,000 for
36� 36, and 50–2,000 for 48� 48. Different implementations of the Adaboost model
(LUT, threshold, real, gentle, and modest) were tested (Wu, Ai, and Huang 2003;
Vezhnevets 2005; Qahwaji et al. 2008; Ruan et al. 2010).

3. EXPERIMENTS AND RESULTS

The tests were performed in two internationally available face databases. These
databases were used to train and test the MI feature selection method as well as the
fusion method to allow comparison of results with those previously published. As in
Makinen and Raisamo (2008b), faces of one image per person from the Fa and Fb sub-
sets were used and duplications were eliminated. Therefore, 450 female and 450 male
normalized images were used from the FERET database. The second database, the
WWW image database, contains 2,360 female and 2,360 male images, randomly col-
lected from the World Wide Web and annotated by the researchers (Makinen and Rai-
samo 2008b). Faces were detected automatically by face Detector OpenCV 1.0 (Open
CV 2005).

To compare our results with those of Makinen and Raisamo (2008a; 2008b)
two sets of image sizes were used. The first set was composed of 411 images (212
males and 199 females) and three image sizes (24� 24, 36� 36, and 48� 48) from
the subset Fa of the FERET database (Makinen and Raisamo 2008a). The second
set was composed of 900 images of 24� 24 and 760 images of 32� 40 from the subset
Fa of the FERET database (Makinen and Raisamo 2008b). We used a PC Intel I7
with 4 GB of memory Ram. As in (Makinen and Raisamo 2008a; 2008b), both data-
bases, FERET and WWW, were partitioned to have 80% training data and 20% test-
ing data. All results were obtained with fivefold cross-validation, simulations. For all
four models, a training set was used to determine the best number of features that
were tested later on the test set for the FERET as well as the WWW databases.

3.1. Results Experiment 1

In Table 1, four different methods for gender classifications were compared. The
methods were: a multilayer Perceptron neural network (NN), Support Vector Machine
(SVM) with base input, different kind of Adaboost, including Threshold Adaboost
(ADA_TH), Gentle_Adaboost (ADA_GENTLE), Real Adaboost (ADA_REAL)
and Modest Adaboost (ADA_MOD) and SVM with local binary pattern (SVM_LBP)
(Wu, Ai, and Huang 2003; Vezhnevets 2005; Qahwaji et al. 2008; Ruan et al. 2010).

Table 1 compares previously published gender classification results for different
image sizes on a subset of the FERET database to our results with feature selection
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based on MI and four different classifiers. Results represent the fivefold cross-
validation, simulations of the database. The first four rows of Table 1 show the results
of the best classification rates published in Makinen and Raisamo (2008a) for classi-
fiers SVM, SVM_LBP, NN, and threshold Adaboost, for three image sizes: 24� 24,
36� 36, and 48� 48. Each column shows the average classification rate for 5 simula-
tions, the standard deviation, and in parenthesis, the number of selected features for
each model. Rows 5-32 show the results of the same classifiers but using our proposed
feature selection mRMR (MID and MIQ), NMIFS and CMIFS. The best result of

Table 1. Results of gender classification rates on the FERET database, subset Fa-411 images for different

image sizes. The first four rows show classification rates published in the literature for 4 different methods.

Rows 5-32 show our results with feature selection mRMR (MID and MIQ), NMIFS, and CMIFS for

different classifiers. The number of selected features is shown in parentheses

Methods Feret 24� 24 [%] Feret 36� 36 [%] Feret 48� 48 [%]

SVM [1] 82.64þ=�0.593 (576) 86.32þ=�4.257 (1296) 84.12þ=�4.939 (2304)

SVM_LBP [1] 76.90þ=�0.806 (576) 80.00þ=�0.931 (1296) 83.01þ=�0.618 (2304)

NN [1] 84.73þ=�0.505 (576) 86.97þ=�1.999 (1296) 81.96þ=�5.863 (2304)

ADA_TH [1] 82.35þ=�1.107 (576) 84.25þ=�0.672 (1296) 83.90þ=�1.189 (2304)

SVM_MID 92.54þ=�2.196 (350) 93.17þ=�1.868 (300) 90.69þ=�1.285 (850)

SVM_MIQ 91.72þ=�0.831 (300) 91.26þ=�2.066 (350) 89.19þ=�2.369 (800)

SVM_NMIFS 92.53þ=�1.408 (250) 91.89þ=�1.203 (900) 89.83þ=�0.789 (1000)

SVM_CMIFS 91.19þ=�2.982 (450) 92.48þ=�1.877 (600) 95.51þ=�1.148 (750)

SVM_LBP_MID 90.15þ=�1.234 (150) 92.07þ=�0.753 (300) 92.10þ=�0.763 (350)

SVM_LBP_MIQ 90.20þ=�0.736 (150) 91.63þ=�0.787 (300) 91.69þ=�0.539 (350)

SVM_LBP_NMIFS 91.45þ=�0.741 (100) 90.68þ=�1.188 (100) 96.78þ=�1.504 (350)

SVM_LBP_CMIFS 89.84þ=�0.990 (200) 90.11þ=�1.292 (100) 94.08þ=�1.642 (350)

NN_MID 88.52þ=�1.080 (300) 89.13þ=�0.521 (550) 89.11þ=�0.670 (750)

NN_MIQ 86.85þ=�0.791 (300) 90.02þ=�2.618 (550) 87.32þ=�1.019 (800)

NN_NMIFS 89.83þ=�0.635 (300) 89.94þ=�0.743 (100) 89.49þ=�0.961 (800)

NN_CMIFS 90.15þ=�0.589 (400) 90.42þ=�0.618 (400) 90.04þ=�1.197 (800)

ADA_TH_MID 86.21þ=�1.107 (250) 89.33þ=�0.672 (350) 87.55þ=�1.189 (900)

ADA_TH_MIQ 82.28þ=�0.514 (250) 87.35þ=�1.972 (350) 87.37þ=�1.565 (850)

ADA_TH_NMIFS 91.21þ=�0.644 (400) 92.18þ=�0.984 (800) 92.62þ=�1.177 (600)

ADA_TH_CMIFS 90.61þ=�0.709 (400) 91.46þ=�0.761 (600) 91.41þ=�0.931 (800)

ADA_REAL_MID 88.83þ=�1.346 (200) 90.04þ=�1.558 (250) 86.53þ=�1.349 (850)

ADA_REAL_MIQ 87.14þ=�0.505 (250) 89.33þ=�1.999 (300) 85.74þ=�5.863 (900)

ADA_REAL_NMIFS 93.52þ=�0.750 (500) 95.58þ=�1.934 (850) 84.24þ=�4.676 (500)

ADA_REAL_CMIFS 90.19þ=�1.254 (550) 94.20þ=�2.273 (900) 84.92þ=�5.893 (200)

ADA_GENTLE_MID 89.85þ=�0.806 (200) 89.54þ=�3.022 (250) 87.97þ=�4.576 (900)

ADA_GENTLE_MIQ 88.56þ=�0.662 (300) 88.47þ=�3.850 (400) 85.76þ=�3.651 (850)

ADA_GENTLE_NMIFS 93.30þ=�0.718 (400) 93.28þ=�2.046 (400) 93.57þ=�1.658 (200)

ADA_GENTLE_CMIFS 93.28þ=�0.671 (150) 93.24þ=�0.728 (950) 94.34þ=�1.583 (200)

ADA_MOD_MID 91.55þ=�1.367 (200) 89.53þ=�2.211 (250) 86.78þ=�5.016 (900)

ADA_MOD_MIQ 90.03þ=�0.593 (250) 89.72þ=�4.257 (300) 86.27þ=�4.939 (1000)

ADA_MOD_NMIFS 93.86þ=�0.794 (150) 94.83þ=�1.872 (750) 91.70þ=�1.324 (350)

ADA_MOD_CMIFS 94.30þ=�0.918 (400) 93.13þ=�1.493 (900) 94.47þ=�2.567 (500)

[1]: (Makinen and Raisamo 2008a).

ADA: ADABOOST; TH: Threshold; MOD: Modest; NN: Neural Network; SVM: Support Vector

Machine; MID: Mutual information Differential; MIQ: Mutual information Quotient; NMIFS:

Normalized mutual information feature selection; CMIFS: Conditional mutual information feature

selection.
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94.3% correct gender classification on the FERET database, 24� 24 face size, was
obtained for the Modest Adaboost with CMIFS feature selection and 400 features.
This result was 9.6% higher than the best result previously published with 576 fea-
tures. The best result of 95.6% correct gender classification for the FERET database,
36� 36 face size, was obtained for the Real Adaboost model with NMIFS feature
selection and 850 features. This result was 8.6% higher than those previously pub-
lished with 1296 features using an SVM model. In the case of the FERET database,
48� 48 face size, the highest result was 96.78% reached by the SVM_LBPmodel using
NMIFS feature selection and 350 features. This result was 12.7% higher than those
previously published for the SVM model and 2,304 features. In summary, for all
image sizes, the classification rate is significantly better with CMIFS and NMIFS
feature selection than the best results previously published in the literature and with
significantly fewer numbers of features.

3.2. Results Experiment 2

In Table 2, four different methods for gender classifications were compared.
The methods were: a multilayer Perceptron neural network (NN), Support Vector
Machine (SVM) with base input, Look-up Table Adaboost (ADA_TH), and SVM
with local binary pattern (SVM_LBP). These classifiers had inputs from three differ-
ent feature selection methods (mRMR-MID, mRMR-MIQ NMIFS, CMIFS).
Table 2 shows the best results on gender classification published to date for the
FERET and WWW databases for two different face sizes, 24� 24 and 32� 40.
Results are the average of 5 simulations with different partitions of the database.
The first four rows of Table 2 show the results published in Makinen and Raisamo
(2008b) for SVM, SVM_LBP, NN, and LUT Adaboost classifiers. Rows 5-20 show
the same classifiers but using our proposed feature selection mRMR (MID and
MIQ), NMIFS, and CMIFS. Each column shows the average classification rate
for five simulations, the standard deviation, and in parenthesis, the number of selec-
ted features for each model.

The best result of 94.08% correct gender classification rate on the FERET data-
base, 24� 24 face size, was obtained for the SVMmodel with NMIFS feature selection
and 400 features. This result was 2.3% higher than the best result previously published
with 576 features (third row of Table 2). The best result of 94.41% correct gender
classification for the FERET database, 32� 40 face size, was obtained for the SVM
model with NMIFS feature selection and 950 features. This result was 1.2% higher
than those previously published with 1,280 features using a LUT Adaboost model.

The best result of 83.86% correct gender classification rate on the WWW data-
base, 24� 24 face size, was obtained for the SVM_LBP model with MID feature
selection and 150 features. This result was 4.1% higher than the best result previously
published with 576 features (first row of Table 2). The best result of 86% correct gen-
der classification for the WWW database, 32� 40 face size, was obtained for the
SVM_LBP model with NMIFS feature selection and 150 features. This result was
8.9% higher than those previously published with 1,280 features using an SVM_LBP
model. In summary, our proposed feature selection reduced the number of features
significantly and improved the classification improvement by 8.9% on the WWW
database compared to the best results published previously in the literature.
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3.3. Result Experiment 3

Table 3 compares previously published gender classification results for different
image sizes on a subset of the FERET database to our results with feature selection
based onMI and SVM classifiers. Results represent the average of 5 cross-validations
simulations. The first column show results of the method, the second row shows the
vector size for fused features, and the third column shows the results of the best classi-
fication rates published in Alexandre (2010) for classifiers SVM, for three image sizes
20� 20, 36� 36, and 128� 128. Each row shows the average classification rate for five
simulations and in parenthesis, the number of selected features for each model.

L1, L2, and L3 represent fusion of intensities, shape and texture for three
different sizes, 20� 20, 36� 36, and 128� 128. L4, L5, and L6 represent the fusion
of three different features (intensity, shape, and texture) for 20� 20, 36� 36, and
128� 128, respectively. L7 represents the fusion of three scales and three types of
features; the total number of inputs was increased nearly nine-fold. Columns 4-7
show the results of the same classifier but using our proposed feature selection
mRMR, NMIFS, and CMIFS. Figure 4 show the features selected on the face by
the feature selection methods L3 on images of 20� 20, 30� 30, and 128� 128. In
the case of L1, intensity levels were used, in L2 the histogram distribution of shapes
is used and in L3 the histogram distribution of textures is used. The intensity of the
color in L2 and L3 determine the number of bins that were selected in this area. The
results obtained in the FERET database with our method are better than those
published in Alexandre (2010) which is shown in Table 3.

In Table 3 it can be observed in L1 that the feature selection method, CMIFS
reaches the best classification performance with 93.82% and 14800 features. In L2,
the best feature selection method was CMIFS with 450 features, equivalent to
50% size of the original vector. In L3 the best method was mRMR with 98.76%
and 1,200 selected features, which is equivalent to 1.7% of the original vector. In
L4 and L5 the best results were 92.59% and 95.06% with CMIFS method selecting
800 and 5,650 features. These are equivalent to a reduction to 41% and 52% of
the original vectors, respectively. In L6 the best feature selection method reached

Table 3. Results of gender classification rates on the FERET database, for fusion of different features.

The third column show classification rates published in the literature for SVM and different feature fusion.

Columns 4-6 show our results with the feature selection methods mRMR, NMIFS, and CMIFS. The

number of selected features is shown in parentheses

Fusion Vector FERET (%) [3] mRMR (%) NMIFS (%) CMIFS (%)

Intensity (L1) 18,000 95.33 92.59 (9800) 93.82 (14,800) 93.82 (14,800)

Shape (L2) 7,100 96.26 86.41 (2050) 81.48 (2,050) 89.95 (450)

Texture (L3) 20,945 93.46 98.76 (1200) 95.06 (6,700) 97.53 (750)

20� 20 (L4) 1,831 85.98 91.35 (850) 91.35 (500) 92.59 (800)

36� 36 (L5) 10,855 91.59 93.82 (7650) 93.82 (7,650) 95.06 (5,650)

128� 128 (L6) 34,159 95.33 95.06 (1000) 91.35 (9,950) 97.53 (11,000)

All (L7) 46,845 99.07 96.30 (19700) 95.06 (33,400) 97.53 (33,450)

Best_fea 99.13 (33,800)

[3]: (Alexandre 2010).
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97.53% correct gender classification with CMIFS. The number of selected features
was 11,000 features which are only 33% of the original vector size. Two tests were
performed in L7, the first is the union of features for each of the selection methods
from L1 to L6 (i.e., the union of mRMR for L1 to L6), named ‘‘All-L7’’ in Table 3.
The method reaches 97.53% with 11,700 features of the total 46,845 which is equiva-
lent to 25% of the original vector. The second test named Best_fea, represents the
union of the best features of each (L1 to L7), for each feature selection method.
The sum of all characteristics is 33,800 with a classifications rate of 99.13%.

3.4. Computational Time

In Table 4 it is shown the computational time for classification of the best
methods for different feature selection on the FERET database with 24� 24 and
32� 40 aligned images for the WWW database with 24� 24 and 32� 40 misaligned
images. Table 4 compares the computational time for the classifiers: SVM,
SVM_LBP, NN, and Adaboost using raw data compared to the feature selection

Table 4. Results to test cross database performance for gender classification performed on the databases

LFW, MORPH-II with parameters selected from best results from the FERET and WWW. Column 1

shows the best classifiers obtained for each test. Columns 2-5 show the results for each of the databases

and standard deviation

LFW MORPH-II WWW FERET

FERET 24� 24

ADA-MOD-CMIFS

BEST TABLE 1

90.10þ=�0.125 91.70þ=�0.025 81.00þ=�0.058 94.30þ=�0.918

FERET 36� 36

ADA-REAL-NMIFS

BEST TABLE 1

92.25þ=�0.070 92.15þ = 0.057 83.05þ=�0.023 95.58þ=�1.934

FERET 48� 48

SVM-LBP-NMIFS

BEST TABLE 1

91.78þ=�0.980 93.01þ=�0.990 84.05þ=�1.001 96.78þ=�1.504

FERET-24� 24

SVM-NMIFS

BEST TABLE 2

90.25þ=�0.102 92.03þ=�0.055 80.00þ=�0.078 94.08þ=�0.022

FERET-32� 40

SVM-NMIFS

BEST TABLE 2

92.00þ=�0.250 93.01þ=�0.570 81.05þ=�0.098 94.41þ=�0.015

WWW-24� 24

SVM-LBP-MID

BEST TABLE 2

89.35þ=�0.120 91.05þ=�0.032 83.86þ=�0.027 85.01þ=�1.010

WWW-32� 40

SVM-LBP-NMIFS

BEST TABLE 2

91.05þ=�0.101 92.00þ=�0.212 86.00þ=�0.017 86.25þ=�0.976

FERET

BEST_FEA BEST

TABLE 3

93.60þ=�0.125 94.00þ=�0.033 90.03þ=�0.225 99.13þ =0.015

ADA: ADABOOST; LUT: Look-up Table; NN: Neural Network; SVM: Support Vector Machine;

MID: Mutual information Differential; MIQ: Mutual information Quotient; NMIFS: Normalized

mutual information feature selection; CMIFS: Conditional mutual information feature selection.
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methods. Besides the improvements in classification performance results, our
proposed feature selection method reduces the number of features from 576
(24� 24) and 1,280 (32� 40) to up to 400 in the FERET database and to 150 fea-
tures in the WWW database. Therefore, computational time can be significantly
reduced for real-time implementations to 69.4% in the FERET 24� 24 face size
and to 74.2% in the FERET 32� 40 face size cases. In the case of the WWW data-
base the ratio can be reduced to 26% for 24� 24 face size and to 11.7% for 32� 40
face size. Computational time could be of significant commercial interest if the gen-
der classification method is applied in real-time, for example in electronic product
advertisement at retail stores. Therefore, feature selection is highly desirable.

Table 5 shows the computational time for the best result in experiment 2 with
1,200 features of 20,945 and the feature selection method, mRMR, NMIFS, CMIFS
for L3 on the FERET database.

3.5. Results Analysis

In Figures 7–10 are shown the selected features for all different methods. The
marks in the figures represent those pixels or area of the face that improves the
gender classification for different classifiers. The feature selection methods measure
both the highest mutual information features and those that are more distant from
each class. The features selected with mutual information methods allow the
improvement of gender classification when the selected features are used in the four
types of classifiers; a NN and an SVM with pixel-based inputs, an Adaboost, and
an SVM with Local Binary Pattern (LBP) features as inputs. It is important to
note that the selected features are common to both genders, however allow making
a difference between both classes. The feature selection methods determined the
smallest optimal subset of features that maximize the rate of classification. If we
increase the number of features the classification performance decreases because
the new features may introduce noisy information which is detrimental for the clas-
sifier performance.

Figures 7–9 show examples of the selected features for the best results obtained
by the MID, NMIFS, and CMIFS methods. Figures 7–9 show two images (male and
female) from the FERET database and two images from the WWW database.
Figure 7 shows the 300 features selected by the MID method for the FERET and
WWW databases. Figure 8 shows 950 selected features for the NMIFS for the
FERET database and 150 features selected for the WWW database. Figure 9 shows
the CMIFS feature selection for the 850 features for the FERET database and 300
features selected for the WWW database.

Figure 10 show examples of selected features for the best result obtained for
experiment 2, with feature selection method, mRMR. Figure 10 show 2 images
(male and female) from FERET database, this represents the 1,200 features selec-
ted from the fusion histogram of textures (LBP) and distributed in three images.
The square shows the selected area where the intensity toward black represents
the number of bins that were selected in this area. If the area was not selected
no square is shown.

Figure 6 shows the best results for experiment 2. Figure 5 shows the correct
gender classification rate as a function of the number of features selected with three
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MI selection methods. Figure 6(a) is for mRMR, (b) for CMIFS and (c) for NMIFS.
The best gender classification rate was reached with 1,200 features.

We measured the computational time employed with the selected features in
gender classification and is reported in Tables 4–5. This time can be compared to
the computational time without feature selection. Our experiments were performed
on a 2.5GHz I7 PC with 4 GB of memory using Matlab. In Table 5, it can be
observed that in the FERET database with 24� 24 size the shortest computational

Table 5. Results of the computational time for the best results for different feature selection methods on

the FERET database with 24� 24 and 32� 40 aligned images and for the WWW database with 24� 24

and 32� 40 misaligned images. Time-Class is the computational time employed by all images and the last

column shows the computational time per image. Raw-Data includes all features

FERET 24� 24

Classifier Result (%) Methods N� Images N� Features time-Class(sec) time-per Image

SVM 94.08 NMIFS 180 400 0.2401 0.00060

SVM-LBP 91.00 CMIFS 180 150 0.2166 0.00144

NN 91.57 CMIFS 180 200 0.1945 0.00097

ADA-LUT 90.41 NMIFS 180 350 0.2245 0.00064

SVM 87.15 Raw-Data 180 576 0.4975 0.00086

FERET 32� 40

Classifier Result (%) Methods N� Images N� Features time-Class(sec) time-per Image

SVM 94.41 NMIFS 152 950 0.61 0.00401

SVM_LBP 92.68 MID 152 300 0.5 0.00328

NN 93.22 MID 152 250 0.67 0.00440

ADA-LUT 92.87 MID 152 350 0.59 0.00388

SVM 81.29 Raw-Data 152 1,240 1.19 0.00782

WWW 24� 24

Classifier Result (%) Methods N� Images N� Features time-Class(sec) time-per Image

SVM 78.71 CMIFS 944 550 0.31 0.00032

SVM_LBP 83.86 MID 944 150 0.183 0.00019

NN 79.83 NMIFS 944 450 0.294 0.00031

ADA-LUT 82 CMIFS 944 500 0.34 0.00036

SVM 79.74 Raw-Data 944 576 0.76 0.00081

WWW 32� 40

Classifier Result (%) Methods N� Images N� Features time-Class(sec) time-per Image

SVM 80.33 NMIFS 762 900 1.58 0.00207

SVM_LBP 83.09 MID 762 300 1.31 0.00172

NN 80.26 NMIFS 762 450 1.35 0.00177

ADA-LUT 79.40 MID 762 350 0.98 0.00128

SVM 75.77 Raw-Data 762 1280 2.41 0.00316

ADA: ADABOOST; LUT: Look-up Table; NN: Neural Network; SVM: Support Vector Machine;

MID: Mutual information Differential; MIQ: Mutual information Quotient; NMIFS: Normalized

mutual information feature selection; CMIFS: Conditional mutual information feature selection.

GENDER CLASSIFICATION FROM FACE IMAGES 111

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

id
ad

 d
e 

C
hi

le
],

 [
C

la
ud

io
 P

er
ez

] 
at

 1
4:

14
 1

3 
M

ar
ch

 2
01

2 



employed in gender classification for 180 test images was using a NN with 0.19 s for
all images and 0.97ms per image when using 200 features selected by CMIFS. This is
50% of the time employed without feature selection. In the case of the FERET data-
base with image size of 32� 40, the computational time employed in gender classi-
fication for 152 test images using SVM-LBP classifier was 0.5 s, and 3.2 per image
using 300 features selected by mRMR-MID. This is a 58% reduction in computa-
tional time. For images in the WWW database of sizes 24� 24, the shortest compu-
tational time employed in gender classification for 944 test images was 183 with
SVM-LBP classifier and 0.19 per image with 150 features selected by mRMR-MID.
This represents 23% of the computational time employed without feature selection.
For the WWW database and image size of 32� 40 the shortest computational time
employed in 762 test images was ADA-LUT with 0.98 s and 1.2 per images with 350
features selected by mRMR-MID. This represents a 62% reduction in computational
time when feature selection is used. Table 6 shows the computational time employed
for L3 in gender classification when the selected features are fused. The computa-
tional time for the best feature selection method –mRMR- with 1,200 features was
1.6 per image. Computational time shown in Tables 5 and 6 can be further improved
in the future by implementing the methods in C or by parallel computations.

Figure 6. Classification performance as a function of the number of features for experiment 2. The feature

selection methods (a) mRMR, (b) CMIFS, and (c) NMIFS are compared for the feature fusion L3.

The best result was reached by mRMR with 1,200 features.
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Figure 7. Two original images (left), male and female, from the FERET database (Fa), size 32� 40 with

300 features selected for gender classification with MID-LBP and two original images (right), male and

female, from the WWW database, size 32� 40 with 300 features selected for gender classification with

MID are shown in the bottom row.

Figure 8. Two original images (left), male and female, from the FERET database (Fa), size 32� 40 with

950 features selected for gender classification with NMIFS and two original images (right), male and

female, from the WWW database, size 32� 40 with 150 features selected with NMIFS-LBP for gender

classification are shown in the bottom row.
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Figure 9. Two original images (left), male and female, from the FERET database (Fa), size 32� 40 with

850 features selected for gender classification with CMIFS and two original images (right), male and

female, from the WWW database, size 32� 40 with 300 features selected with CMIFS-LBP for gender

classification are shown in the bottom row.

Figure 10. Original Images, male and female, from the FERET database. Feature fusion L3 with 1,200

features selected using mRMR which reached the best results for experiment 2. The fusion considered

three scales for image sizes: 20� 20, 36� 36, and 128� 128. The squares show the selected features at each

of the three scales.
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3.6. Statistical Analysis

We use the ANOVA (analysis of variance) multi-comparison test to determine
whether or not the differences among results were statistically significant. The
p-value indicates that differences between means are highly significant, e.g.,
p< 0.05 (Bradstreet 2006). We compare the results of the classifiers without feature
selection and the results of the classifiers with feature selection using mutual infor-
mation. In Table 1, for FERET database and image sizes of 24� 24, 36� 36,
48� 48 the ANOVA showed that the following seven classifiers have means signifi-
cantly different from those of the SVM with raw data: SVM-NMIFS, SVM-CMIFS,
SVM-LBP, ADA-GENTLE-NMIFS, ADA_GENTLE-CMIFS, ADA-MOD-
NMIFS, and ADA-MOD-CMIFS. In all cases p was lower than 1.27e-5 (p< 0.05)
which is highly statistically significant. The best result was obtained by
ADABOOST-MODEST-CMIFS with 94.30% þ=�0.918 and 400 features. This case
was the best in comparison to the four classifiers without feature selection (Table 1,
lines 1 to 4).

In Table 2, for the FERET database we also compared the results of all classi-
fiers with no feature selection versus those of the same classifiers with feature selec-
tion using mutual information. The ANOVA multi-comparison test yielded a
p¼ 0.047 (p< 0.05). The best method was the feature selection using NMIFS with
SVM classifier with 400 features. All variants of SVM with feature selection methods
(MID, MIQ, NMIFS, and CMIFS) showed significantly different results than those
obtained by the same classifiers without feature selection (Table 2, lines 1 to 4).

Table 6. Computational time required to classify one image from the FERET database with L3 feature

fusion in experiment 2. The best classification performance was reached with 1200 features selected by

the three feature selection methods; mRMR, NMIFS, and CMIFS

Number of features mRMR [s] NMIFS [s] CMIFS [s]

100 0.00083 0.00341 0.00536

200 0.00057 0.00341 0.00568

300 0.00088 0.00463 0.00601

400 0.00073 0.00479 0.00609

500 0.00129 0.00512 0.00625

600 0.00099 0.00503 0.00633

700 0.00150 0.00520 0.00634

800 0.00112 0.00524 0.00635

900 0.00144 0.00528 0.00636

1,000 0.00108 0.00536 0.00635

1,100 0.00183 0.00544 0.00633

1,200 0.00166 0.00552 0.00617

1,300 0.00207 0.00552 0.00617

1,400 0.00208 0.00544 0.00619

1,500 0.00171 0.00552 0.00619

1,600 0.00182 0.00544 0.00620

1,700 0.00246 0.00527 0.00620

1,800 0.00213 0.00552 0.00621

1,900 0.00249 0.00560 0.00621

2,000 0.00207 0.00576 0.00629
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In Table 2, for WWW database we also obtained statistical significant differ-
ences when comparing the results of the classifiers without feature selection versus
those with feature selection (MID, MIQ, NMIFS, and CMIFS). The ANOVA
multi-comparison test yielded a p¼ 0.0158, (p< 0.05). Although statistically signifi-
cant, the NN classifier with raw data yielded the lowest classification results. The
best results were obtained with the SVM-LBP-MID yielding 86.00% þ=�0.017
and 150 selected features.

After analyzing the results, it can be concluded that feature selection improved
significantly the performance of gender classification. The quality of the face images
in the FERET database, which is much better than those of the WWW database,
may account for the improved results obtained in the FERET database compared
to those results obtained in the WWW database. The results also show that selected
features from the WWW database generalize quite well on the images of the LFW
and MORPH-II databases.

From the results it can be inferred that feature selection improves significantly
the performance of gender classification. There are differences between the FERET
and the WWW databases. The FERET database shows better image quality relative
to the WWW database. It is also shown that selected features from the WWW data-
base generalize quite well on the images of the databases LFW and MORPH-II. In
contrast, FERET has images from controlled environments and a smaller number in
the training y testing sets. After performing a cross check among databases, the selec-
ted features as well as fusion of features with MI generalize quite well.

4. CONCLUSIONS

In this article we report for the first time the use of feature selection based on
MI and fusion of three methods of features for gender classification. Starting from a
large number of features (all information of image) extracted from input data the
best subset of relevant features which contains only the useful information for distin-
guishing one class from the other. This allows the representation of the data in a
lower dimensional space, and classification in less time. This is significantly better
than all previously published, reducing time of classifiers input on the same data-
bases. Computational time could be of significant commercial interest, if the gender
classification is applied in real time later on stage of face detection. Therefore feature
selection methods and fusion of features are highly desirable.

We performed experiments for different spatial scales and feature types in
order to compare our results to those previously published. Our results show that
for each spatial scale and for each feature type, feature selection improves results.
Feature selection has the additional improvement of reducing computational time
which is central for many real-time applications. Results also show that feature
fusion at the feature level, i.e., concatenating selected features at the classifier input,
also improves gender classification compared to the case with no feature fusion.
Combination of our results including feature selection and fusion for different spa-
tial scales and feature types yielded the highest performances published up to date in
standard databases.

A new method for gender classification from faces is proposed using MI to sel-
ect facial features. Two forms of combining relevance and redundancy using MID
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and MIQ were employed (mRMR) as well as NMIFS, CMIFS measures. Our
results show that gender classification results can be significantly improved, up to
12.7%, by feature selection. Reducing the number of features has the additional
benefit of reducing the required number of computations, making implementation
of the method in real-time possible. The best gender classification performance for
experiment 1 was obtained with NMIFS and showed improvement of 12.7% on
the FERET database and 11.7% on the WWW database compared to previous
publications.

In experiment 2 the best performance was obtained with the fusion of features
(Best_Fea) with a classification rate of 99.13%. This is the best of all result reported
for gender classification on the FERET database.

Another important result of the feature selection method is that, depending on
the image size, the total number of features selected was reduced to at least 74.2% on
the FERET database and to 26.04% on the WWW database. Therefore, computa-
tional time is significantly reduced, which makes real-time applications of gender
classification feasible.
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