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ABSTRACT

Estimation of rock composition in mining plants is important for determining rock size and grindability which, in
turn, may improve control of the grinding process. Variations in ore grindability and size distribution directly af-
fect a mill's power consumption and throughput. It is therefore highly desirable to develop new methods to es-
timate rock lithological composition remotely. In this paper, a new method for remote lithological classification
based on digital image analysis is proposed. The method is based on a single digital video camera for image ac-
quisition from rocks on a conveyor belt. Each image is broken into sub-images to extract texture information
using several different spatial scales. Gabor filters are used to extract features from each sub-image for five differ-
ent spatial scales and eight orientations. After feature extraction, each sub-image is classified into a lithological
class using a support-vector machine (SVM). Finally, information from the contour of each rock is used to select
all sub-images that fall inside the contour and vote for the rock class. The method was tested on three databases,
one of them containing sub-images of 64 x 43 pixels of five ore types assigned to three grindability classes (soft,
medium and hard). The second database has seven ore types containing sub-images of 60 x 40 pixels. The third
database was captured with higher resolution cameras and controlled illumination with five ore types and con-
taining sub-images of 64 x 48. The databases were divided into 2 subsets, one for training with cross validation,
and the other for testing. Classification accuracy was compared with previously published results on both data-
bases. Comparisons show that our proposed method yielded significant improvements in classification accuracy,
between 8.3% and 26%, relative to previously published results.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In the past few years a relation has been established between ore
variability and mineral processing. The proposed method could be

In the mining industry, the problem of rock classification is impor-
tant at different stages of the extractive process (Chatterjee et al.,
2010b; Perez et al.,, 2011b, 2012). The rock type determines different
process parameters such as grindability, slurry viscosity and screening
efficiency, among others (Casali et al., 2001). Grindability characteriza-
tion is usually performed off-line using a few ore samples to determine
the hardness of the rocks (Morrell, 2004). This information can be used
to control the mill operation. A reasonable online estimation of the rock
hardness can improve the mill throughput and the power consumption
(Tessier et al., 2007). New methods for online grindability characteriza-
tion will have a great impact on reducing the energy costs of grinding
mills because 55% of the total energy required in a mining operation is
used in the grinding process (Buckingham et al., 2011). Therefore, a
new methodology for online characterization of the ore at the mill
input is a high priority.
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used in future applications to improve ore characterization. This is par-
ticularly important in the field of geometallurgy. There is a need to un-
derstand better the ore variability to maximize the value from the ore
(De Magalhdes and Tavares, 2014; Yildirim et al., 2014; Mwanga et al.,
2015).

Image analysis has been applied in several mining applications, such
as online inspection of crushed aggregates (Al-Batah et al., 2009), diag-
nosis of surface chemical species (Gerson et al., 2012), online ore sorting
and classification (Baykan and Yilmaz, 2010; Bianconi et al., 2012; Casali
et al.,, 2001; Chatterjee et al., 2010a, 2010b; Chatterjee, 2012; Guyot
et al., 2004; Kdose et al., 2012; Mat Isa et al., 2011; Perez et al., 1999,
2011b; Shang and Barnes, 2012; Singh and Rao, 2006; Tessier et al.,
2007), classification of electrical boreholes (Jungmann et al., 2011), par-
ticle and blast fragment size estimation and/or distribution (Al-Thyabat
et al,, 2007; Andersson et al., 2012; Hunter et al., 1990; Koh et al., 2009;
Petersen et al., 1998; Salinas et al., 2005; Thurley and Ng, 2008), poros-
ity identification (Ghiasi-Freez et al., 2012), and froth monitoring
(Aldrich et al., 2010).

One of the first attempts at using digital image analysis in mining can
be found in Oestreich et al. (1995), in which they reported using a color
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Fig. 1. Main steps from image acquisition to rock classification.

sensor system based on a color vector angle to estimate the composition
of a mixture of two minerals, chalcopyrite and molybdenite. Perez et al.
(1999,2012) and Casali et al. (2001) classified seven types of lithologies,
extracting color (Haralick, 1979; Ojala et al.,, 1996; Paclik et al., 2005;
Singh et al., 2010), and geometric features from the rock images. In
these approaches feature selection using a genetic algorithm was per-
formed and a multi-layer neural network was trained to classify. The
method included a rock segmentation scheme based on binarization
and morphological operators. Tessier et al. (2007) presented an on-
line automatic ore composition estimator mounted on a conveyor belt
in a laboratory. They used color and texture features based on Wavelets
and Principal Component Analysis (PCA) to train three different support
vector machines (SVMs) to classify five rock types into three different
classes, showing promising results on both dry and wet rock images.
In Perez et al. (2011b), a voting scheme using segmentation and bound-
ary detection was introduced to improve previous results. Preliminary
results using Gabor features in only one database with a small partition
of three subsets were presented in Perez et al. (2012).

This paper presents a new method for rock lithological classification
based on multi-scale texture feature extraction, sub-image classification
and voting on all sub-images within the rock contour. First, each image
is broken into sub-images and then a feature extraction process is ap-
plied to each sub-image using Gabor filters of different scales and orien-
tations. These features are then used as inputs to an SVM classifier for
estimating rock type for each sub-image. Finally, the rock contour infor-
mation is used to classify each rock by a vote among all sub-images that
fall within the contour, significantly improving classification accuracy.

Results are compared advantageously with previously published
methods on the same databases.

2. Methods and materials

The proposed method consists of several steps shown in the block
diagram of Fig. 1. The main steps are image subdivision, sub-image fea-
ture extraction based on multiple scales and multiple orientation Gabor
filters, sub-image classification based on SVM, and rock classification
based on voting among sub-images that fall within the rock contour.

2.1. Image subdivision

Following the same process proposed in Tessier et al. (2007), and
using the same image database, the images of 1024 x 1376 pixels are di-
vided into 512 sub-images of 64 x 43 pixels. Each sub-image represents
1.5 cm? and is considered to be the main processing unit for the classi-
fication process. Fig. 2 shows (a) an original image from the database
and (b) another image composed of 512 sub-images of the same rock
type after the background is removed.

Another experiment was performed on a new database composed of
five rock types. Each image of size 2048 x 1536 pixels was subdivided
into 1024 sub-images. Fig. 2 shows (c) an image of rhyolitic diatreme
rocks on the conveyor belt and (d) a subset of the sub-images obtained
from (c) after background removal.

c)

d)

Fig. 2. Example of a group of gabbro rocks (a) on the conveyor belt and (b) a composed image of sub-images after removing the background. Figure (a) of 1024 x 1376 pixels is divided into
sub-image of 64 x 43 pixels each of which represents a surface of 1.5 cm?. (c) Image of rhyolitic diatreme rocks on the conveyor belt. (d) Sub-images obtained from (c) after background
removal. Figure (c) has a size of 2048 x 1536 pixels, and each sub-image of 64 x 48 pixels represents a surface of approximately 0.57 cm?.
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Fig. 3. Example of Gabor filters applied to a rock sub-image for texture feature extraction. The effect of the application of the Gabor filters to the sub-image is shown for the five spatial

scales (columns) and eight orientations (rows).

2.2. Sub-image feature extraction

Features were extracted from each sub-image using Gabor filters
(Gabor, 1946), 8 orientations, and 5 spatial scales (Perez et al., 2011a;
Cament et al.,, 2014). A Gabor filter in 2D is a sinusoidal function modu-
lated by a Gaussian envelope, with orientation u and spatial scale v, and
is defined as follows:

2 2.2
_ Ik Ikl |l

‘I'u,v(x,Y)gexp< S >{e”‘?—e"2/2], 1)

where

T=(xy and k = K gim/8,

For this work, we used eight orientations, 0<u<7 and five spatial
scales, 1<v<5, 0=2m, knax=m/2, and f = \/2/2, which are the best
suited due to the sub-image sizes (Perez et al., 2011b). Fig. 3 shows an
example of these Gabor filters applied to a rock sub-image.

The Gabor features are obtained from each sub-image by convolu-
tion of the imagel(x,y) with the Gabor kernel as:

Guv(®,y) = 1(%,y) * Py y(X,y). )

The Gabor transformation is a complex function which can be
separated in magnitude A, ,(x,y) and phase 6, ,(x,y), and can be rewrit-
ten as follows:

Guv(X,y) = Auy exp(i-0uv(x,Y)). (3)

Eq. (3) is a complex representation of the Gabor transformation of
the sub-image from which a feature vector is created. We compute
the mean 1, , and standard deviation 0, , for the magnitude A, ,(x,y),
and with these measures we form a feature vector of a length two
times the number of filters, for a color (or grayscale) channel c. As in
HSV and RGB, there are three color channels; the feature vector for
each sub-image is obtained by concatenation of the three feature
vectors from the three channels. A total of 80 features are extracted
from each color component (5 scales and 8 orientations with p, , and
0y.v). As a consequence a total of 240 features are considered in the fea-
ture vector representing each sub-image.

2.3. SVM classifier
After the feature extraction, the feature vector for each sub-image is

used as the input to the classifier. The SVM classifier has become very
popular within the machine learning community due to its great

Fig. 4. Example of the rock segmentation obtained by applying the Watershed algorithm. (a) Initial markers or seeds (white). (b) Final segmentation of the rocks. The images of

1024 x 1376 pixels represent a surface of 768 cm?.
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Fig. 5. Example of the rock type classification algorithm. (a) Initial image of 1024 x 1376 pixels. (b) Image divided into sub-images of 64 x 43 pixels, each of which represents a surface of
1.5 cm?. (c) SVM classification of each sub-image. (d) Final classification after segmentation and voting.

classification potential (Meyer et al., 2003). The SVM maps input vectors
in a non-linear transformation to a high-dimensional space where a lin-
ear decision hyper-plane is constructed for class separation (Cortes and
Vapnik, 1995). Although the SVM was originally designed to solve a
two-class problem, the extension for the separation of three or more
classes is straightforward. The 240 features were the input to the SVM
classifier.

2.4. Contour detection and background removal

The contour detection and background removal are performed using
the Watershed transform (Beucher and Lantuejoul, 1979) to create
border maps with the background and boundaries as was explained in
Perez et al. (2011b). The watershed transform is a segmentation meth-
od based on mathematical morphology, using a region-based segmen-
tation approach. It is based on the idea of a landscape or topographic
relief which is flooded by water (Roerdink and Meijster, 2001). In this

Table 1

Classification results (accuracy) for dry rock images using Wavelet-PCA and Gabor fea-
tures with an SVM classifier for the first experiment on the nickel mine database
(Tessier et al., 2007). Results are shown for the test set based on sub-image classification
(3rd and 7th columns) and adding voting among sub-images within the rock contour
(5th and 9th columns).

study the initial seeds were generated using morphological operations
with a smoothing kernel of size 5 x 5 pixels, opening by reconstruction,
closing by reconstruction and regional maxima (Soille, 2003). After the
creation of the seeds, the watershed transform was applied on the
image using the seeds as the markers. Fig. 4 shows (a) the initial
markers (seeds) used as input to the Watershed algorithm, and
(b) the final segmentation.

Once the border map is obtained, blobs are defined as areas in the
image that fall within a closed loop. A threshold is applied for discarding
background and border sub-images using the number of edge pixels in
the sub-images. All sub-images that were not discarded as background
or borders were then grouped according to the border map provided
by the rock segmentation. Once the SVM had classified these sub-
images individually, a voting process was applied to each group in
order to eliminate possible classification errors. In this work a simple
voting method was chosen in which all sub-images within a group
were classified according to the most predominant rock type present

Table 2

Classification results (accuracy) for wet images using Wavelet-PCA and Gabor features
with an SVM classifier for the first experiment on the nickel mine database (Tessier
et al,, 2007). Results are shown for the test set based on sub-image classification (3rd
and 7th columns) and adding voting among sub-images within the rock contour (5th
and 9th columns).

Features Wavelet-PCA Gabor
Sub-image Voting Sub-image Voting
Sets Training Test Training Test Training Test Training Test

[%] % [ (%] [ % (% [%]

Features Wavelet-PCA Gabor
Sub-image Voting Sub-image Voting
Sets Training Test Training Test Training Test Training Test

[%] (%] [ % (% (%] [ [%]

90.54 7724 99.22 86.80 95.10 90.78 96.44 96.24
85.61 81.28 92.71 90.76 95.44 90.37 96.20 94.49
90.93 79.25 98.62 86.80 9533 90.37 96.20 94.65
87.65 79.72 98.32 94.87 94.74 9136 96.27 96.30
85.12 80.44 93.86 92,96 95.28 90.35 96.20 94.65
Average 87.97 79.59 96.55 90.44 95.18 90.65 96.26 95.27
Std dev 2.70 152 3.02 3.63 027 044 0.10 0.92

g W N =

84.87 83.20 92.25 92.80 90.66 85.15 94.29 93.07
85.92 82.50 93.67 91.70 91.46 84.87 95.65 92.63
86.75 81.38 93.57 90.19 9145 85.12 95.63 92.31
84.65 83.50 92.57 93.07 90.16 8599 94.19 93.75
86.48 81.42 93.57 90.25 91.45 85.18 95.63 92.34
Average 85.73 8240 93.13 91.60 91.04 85.26 95.08 92.82
Std dev 0.94 098 0.66 1.63 0.60 043 0.77 0.60

v W N =




60 CA. Perez et al. / International Journal of Mineral Processing 144 (2015) 56-64

in that particular group. Fig. 5 shows an example of the complete classi-
fication algorithm where: (a) the original image, (b) is subdivided in
sub-images, and (c) that are classified by the SVM classifier indepen-
dently. (d) Finally, after segmentation and voting, classification errors
are greatly reduced.

2.5. Databases and experiments

In this paper we report performing three experiments with three
different databases. In the first experiment, we used images from a da-
tabase of five types of rocks that had been used in previous publications
(Tessier et al., 2007; Perez et al., 2011b), making comparison of our re-
sults with those of previous work possible. In this database, images from
a nickel mine were acquired from five ore types: massive sulfide (MS),
disseminated sulfide (DS), net textured sulfide (NT), gabbro (G), and
peridotite (P). The database was organized into three classes according
to rock grindability. MS was assigned to the soft class, DS and NT to the
medium class, and G and P to the hard class (Tessier et al., 2007). Each
digital image of 1024 x 1376 pixels was divided into 512 sub-images
of 64 x 43 pixels. Each sub-image captured the relevant color and tex-
ture features of the rock (Tessier et al., 2007).

The Gabor features were extracted from each sub-image. This data-
base contains images half of which are dry, and half wet rock images.
The background and edges from each rock were eliminated to have
sub-images composed of the core of each rock. The training set was
made up of 50 images with 512 sub-images each (a total of 25,600
sub-images). We used a five-fold cross-validation to find the best pa-
rameters for the SVM. After determining the SVM parameters, the result
of training was determined with a different set of 50 images having 512
sub-images each (25,600 sub-images). For testing we used a different
set of 265 images in which each image was divided into 512 sub-
images. As in the case of training, background and edges were eliminat-
ed to yield a test set of 120,213 sub-images.

In the second experiment, ore samples from a copper mine in Chile
were used (Casali et al., 2001; Perez et al., 1999). This database is com-
posed of seven types of rocks that can be grouped into seven lithological
classes: Andesite (AN), Tourmaline Breccia (BXT), Dacitic Diatreme
(CHDA), Rhyolitic Diatreme (CHRiol), Porphyritic Dykes (PDL), Grano-
diorites (GDCC), and Other Breccias (BxTo). The database was built
using color digital images obtained with a conventional CCD-NTSC cam-
era and a frame grabber. We used 420 digital images, each one showing
between 20 and 40 rocks, in BMP format, each having 640 x 480 pixels.
The ore particle size was 100%—17.8 cm + 3.8 cm (—7” + 1.5”). As in
experiment 1, the background and edges from each rock were eliminat-
ed to have sub-images composed of the core of each rock. The training
set contained 210 images with 128 sub-images each (a total of 21,070
sub-images). We used a five-fold cross-validation to find the best pa-
rameters for the SVM. For testing we used a different set of 210 images
in which each image was divided into 128 sub-images. As in the case of
training, background and edges were eliminated to yield a test set of
21,880 sub-images.

The third experiment was performed on a new database composed
of a subset of five rock types used in the second experiment: Andesite

Table 3

Table 4

Classification results (accuracy) for the copper mine database (Casali et al., 2001) with 7
lithological classes for the test sets using Gabor and Wavelet PCA features and an SVM
Classifier (second experiment). Results are shown for the test set based on sub-image clas-
sification (3rd column) and adding voting among sub-images within the rock contour (5th
column).

Method Sub-images Voting

Training [%] Test [%] Training [%] Test [%]
Method Sub-images Voting
Gabor 76.20 66.00 93.30 82.40
Wavelet PCA 48.60 40.83 77.87 65.13

(AN), Dacitic Diatreme (CHDA), Rhyolitic Diatreme (CHRiol), Porphyrit-
ic Dykes (PDL), and Other Breccias (BxTo). The database was built using
color digital images obtained with a digital IP-camera. We used 200 dig-
ital images, each one showing between 10 and 30 rocks, in JPG format
and each having 2048 x 1536 pixels. As in experiment 1, the back-
ground and edges from each rock were eliminated to have sub-images
built with the core of each rock. The training set was composed of 100
images with 1024 sub-images each (a total of 102,400 sub-images).
We used a five-fold cross-validation to find the best parameters for
the SVM. For testing we used a different set of 100 images in which
each image was divided into 1024 sub-images. As in the training set,
background and edges were eliminated to yield a test set of 102,400
sub-images.

The image subdivision, feature extraction, SVM classifier and voting
algorithms were implemented using Matlab. Rock segmentation was
implemented in C++ using the OpenCV library for image processing.

Results were compared with a Wavelet-PCA feature extraction
method previously published in Tessier et al. (2007) and Perez et al.
(2011b). Wavelets extract texture features (Mallat, 1989; Murtagh
and Starck, 2008), and the PCA extracts color features. A feature selec-
tion method based on Mutual Information was used to select 14 features
from 36 (30 wavelets and 6 PCAs). The classifier was also an SVM, but
instead of using only one classifier, a cascade with three classifiers on
the first layer and one classifier on a second layer was used.

3. Results and discussion
3.1. Methods results

Table 1 shows the classification accuracy in the first experiment, in
which Wavelet-PCA features were used on dry rock images. It can be
observed that the average accuracy for the five sets used in the test da-
tabase reached 79.59%. Results using the Wavelet-PCA features can be
significantly improved, reaching an average classification accuracy of
90.44% if voting among all sub-images that fall within the rock contour
is employed, as we propose in our method. Table 1 also shows results for
Gabor features on dry rock images. It can be observed that results for in-
dividual sub-images reached an average classification accuracy of
90.65% on the five testing subsets. Table 1 also shows that results with
Gabor features improved classification accuracy to an average of
95.27% on the five testing subsets when voting among all sub-images

Confusion matrices for the second experiment on the copper mine database (Casali et al., 2001) with 7 lithological classes for our proposed method using Gabor features for the training

and test sets.

Sets Training Test

Type C1 C2 3 c4 C5 C6 Cc7 C1 C2 3 c4 C5 C6 c7
Andesite 3820 0 0 0 0 0 0 3737 0 0 0 40 36 0
Dacitic Diatreme 0 3489 147 115 0 2 58 0 2841 246 512 0 3 224
Rhyolitic Diatreme 0 259 3491 33 0 2 46 0 248 3212 188 0 145 36
Porphyritic Dykes 0 274 62 3341 0 41 111 0 864 174 2319 0 207 267
Other Breccias 0 0 0 0 3816 0 0 0 0 0 0 3824 0 0
Granodiorites 0 3 6 7 0 3513 287 0 53 96 213 2 3172 285
Tourmaline Breccia 0 138 41 26 11 135 3463 0 120 93 141 79 429 2951
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Table 5

Confusion matrices for the copper mine database (third experiment) with 5 lithological classes for our proposed method using Gabor features for the training and test sets.
Sets Training Test
Type C1 2 [ec] Cc4 c5 C1 2 a3 Cc4 c5
Andesite 5088 17 7 13 107 4428 34 11 110 380
Dacitic Diatreme 90 8997 159 713 0 123 9114 247 652 1
Rhyolitic Diatreme 95 365 8568 293 72 175 281 8233 479 79
Porphyritic Dykes 275 2769 396 6021 83 329 2618 474 6167 115
Other Breccias 49 0 49 37 7985 87 6 99 63 7632

that fall within the rock contour was employed. The overall classifica-
tion accuracy when Gabor features and voting were used improved by
almost 15% relative to previously published methods on the same data-
base. Table 1 also shows the standard deviations measured for the five
testing sets. The standard deviation was small (0.92%) in the case of vot-
ing, meaning that the five different partitions represented the different
rock types present in the training set well.

Table 2 shows the results of the Wavelet-PCA feature method when
tested on wet rock images. The average classification accuracy for the
Wavelet-PCA method in the test database reached an average of
82.40% on the five sets. It can be observed that by adding our voting pro-
cess for all sub-images within the rock contour, the average classifica-
tion accuracy improved significantly to 91.60%. Table 2 also shows the
classification accuracy for our proposed method based on Gabor fea-
tures for wet rock images. The average classification accuracy using
sub-images reached 85.26% on the test set. This result improved to
92.82% when voting among all sub-images that fell within the rock con-
tour was included.

The overall classification accuracy improved more than 10% relative
to previously published methods on the same database. Table 2 also
shows the standard deviations for the five testing sets. In the case of vot-
ing, the standard deviation was 0.60% which means that each partition
was well represented by the training set. In Tables 1 and 2 it can be ob-
served that our proposed method based on Gabor filter and voting
yielded significantly better results than the previously published Wave-
let PCA method on dry and wet rock images. Comparing results of both
features with voting in Tables 1, it can be seen that an improvement of
1.3% in classification accuracy is obtained by using Gabor features in-
stead of Wavelet-PCA features in dry rocks. Also, comparing the perfor-
mance of both features with voting in Tables 2, it is evident that an
improvement in classification accuracy of 1.22% is obtained by using
the Gabor method instead of the Wavelet-PCA in wet rocks.

Dust covering the rocks may impact the results of methods based on
image analysis within the visual light range (400-700 nm). Classifica-
tion accuracy on wet rock images represents a possible solution when
dust removal from the rock surface can be performed using water. An al-
ternative is to perform the dust removal far away from the image acqui-
sition point, which could be several kilometers away in underground
mines, so that rocks would arrive dry to the image acquisition point.

With the purpose of analyzing the performance of our method, con-
fusion matrices were computed to study cross-class errors. A confusion
matrix shows on its rows the number of samples for each class
(groundtruth) and in the columns the number of samples labeled as
the corresponding class (predicted). A method with no errors would
classify all samples along the diagonal of the confusion matrix, while a
large value on a cell outside the diagonal indicates a large number of er-
rors in the predicted class relative to the groundtruth. Table 3 shows the
confusion matrices for the copper mine database in the training and
testing sets. A lower performance on the Porphyritic Dykes class (PDL,
fourth class), in both the training and testing sets can be observed.

Table 4 shows the overall classification accuracy for the copper mine
database (seven classes) reaching 82.40% in the test set using our Gabor
proposed method. This result is 17% higher than the result obtained

with the Wavelet-PCA method on the same test database from the cop-
per mine database using our proposed voting method. This result is
even higher (26%) if we compare our results with Gabor features and
Wavelet-PCA without our proposed voting method.

Tables 5 shows the confusion matrices for the second copper mine
database in the training and testing sets (third experiment). As in the
second experiment, it can be observed that the lower performance oc-
curs on the Porphyritic Dykes class (PDL, fourth class), in both the train-
ing and testing sets.

Table 6 shows the overall classification accuracy for the second cop-
per mine database (five classes) reaching 84.8% in the test set using our
Gabor proposed method. This result is 9.11% higher than the result ob-
tained with the Wavelet-PCA method on the same test database from
the copper mine database using our proposed voting method. This
result is even higher (33.95%) if we compare our results with Gabor fea-
tures and Wavelet-PCA without our proposed voting method.

3.2. Feature selection using mutual information

Entropy H is a measure of the uncertainty of random variables. Let
be, or represent, a discrete random variable. The entropy of ¥ is defined
as:

Hx) ==} . pX)log(p(x)). (4)

The mutual information, MI, between two variables, x and y, is de-
fined based on their joint probabilistic distribution p(x,y) and the re-
spective marginal probabilities p(x) and p(y) as:

Mi(x.y) = > p(x.y;) logM (5)

7 pexp(v;)

The Conditional Mutual Information Maximization (CMIM) criterion
(Fleuret and Guyon, 2004; Wang and Lochovsky, 2004 ) considers the MI
between the candidate feature variable F; and the output class c given
each one of the variables in the set S, separately. It allows preserving a
certain trade-off between the prediction of F; with respect to the output
and the independence of candidate features with each single variable

Table 6

Classification results (accuracy) for the copper mine database with 5 lithological classes
for the test sets using Gabor and Wavelet PCA features and an SVM Classifier (third exper-
iment). Results are shown for the test set based on sub-image classification (3rd column)
and adding voting among sub-images within the rock contour (5th column).

Method Sub-images Voting

Training [%] Test [%] Training [%] Test [%]
Method Sub-images Voting

Training [%] Test [%] Training [%] Test [%]
Gabor 70.50 66.90 86.80 84.80
Wavelet PCA 36.71 32.95 84.59 75.69
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Fig. 6. Selected mean features, spatial scale (ky,) vs. orientations (°).

previously selected. CMIM considers that feature F; is relevant only if it
provides high information about ¢ and this information is not contained
in any of the variables already selected.

arg maxge p {MI(fi; ¢) }forS = 0
CMIM = { arg maxj{:i_:{ miﬂﬁgsMI(ﬁl, C/ﬁ) }fOrS #0 } (6)

We performed a feature selection over the 240 Gabor features using
the CMIM measure. Thus, we selected those features with highest CMIM
value.

The main goal of feature selection is to select a small number of fea-
tures that can carry as much information as possible. This goal can be
interpreted as maximizing the joint MI (JMI), I(Fy,..., Fy; C), for k fea-
tures. It can be shown that I(Fy,..., Fi; C) — I(Fy,..., Fx — 1; C) = I(Fy;
C|Fy,..., Fx — 1) in which I(Fy; C|Fy,..., Fx _ 1) is conditional MI (CMI),
which quantifies the shared information between F, and C, given fea-
tures Fj,..., Fx — 1. CMI provides a useful way to select a new feature
Fy, since both, the relationship with other features and its individual in-
formation are expressed. Thus, features can be selected one by one for
the feature set through an iterative process. In each step, a feature F* is
selected only if [(F*; C|Fj,..., Fx — 1) is the highest given that k — 1 fea-
tures are already selected.

We used this method to determine a ranking of color-texture fea-
tures, and then we took different subsets to classify the rocks with a
fewer number of features, identifying the most useful features for our
classification problem. Results show that using only 17 features, which

are less than 10% of the original set of features, the classification rate
on the rock database with 5 different classes (Copper) reached almost
the same results as in the case with the full set of features. Therefore,
we can identify which the best features are. Figs. 6 and 7 show the se-
lected features of the mean and standard deviation measures respec-
tively. Our results show that the smallest spatial scale (Gabor factor
ko = 2.22) does not provide relevant information because those fea-
tures were not selected. The mean measures show that the orientations
are complementary over the different scales. For example, the second
scale (for k,, = 3.14) is represented only with orientations of 22.5°,
45° and 90°; the third (k,, = 4.44) has only 112.5°; the fourth scale
(knu = 6.28) is represented only with 0° orientation; and in the fifth
scale (kn, = 8.89) the orientations are 45°, 112.5° and 157.5°. The orien-
tation 67.5° does not provide any relevant feature, on any scale. For the
standard deviation measures, the first and third scales do not provide
any relevant data. Meanwhile, the fourth and fifth scales are represent-
ed in 0°, 22.5°,45° and 112.5°, 135°, 157.5° orientations respectively;
and the second scale is represented by 45°, 67.5° and 112.5°. The orien-
tation 90° does not provide any relevant feature, on any scale.

By using MI to select the most important Gabor features, we can ex-
tract qualitative information about the classification process in order to
highlight the relevant features for performing rock classification. The se-
lected features shown in Figs. 6 and 7 correspond to the most relevant in-
formation to perform rock classification by using Gabor color-texture
features on the database. Selected features give us some important
clues regarding texture and color information for improving image-
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Fig. 7. Selected standard deviation features, spatial scale (k,,) vs. orientations (°).



CA. Perez et al. / International Journal of Mineral Processing 144 (2015) 56-64 63

processing based algorithms for rock lithological classification, such as
scales and orientations necessary to extract meaningful information.
Nevertheless, this information in its current form, does not correlate
with other meaningful data such as grain size, or degree of alteration.
The results show that the proposed method can differentiate among
ore classes for which the method was trained.

4. Conclusions

A new method for remote rock lithological classification is proposed
in this paper. The method is based on image subdivision into sub-
images and a Gabor feature extraction using 5 different spatial scales
with 8 orientations applied to each sub-image. Then, each sub-image
is classified using an SVM classifier. Each rock is classified using contour
information making all sub-images that fall within the contour vote for
the rock class. We tested the proposed method using two databases;
one from a nickel mine used previously (Tessier et al., 2007; Perez
etal., 2011b) and a second database from a copper mine with seven dif-
ferent rock types. Our results were compared to those previously pub-
lished (Wavelet-PCA) on the same databases.

Classification accuracy of our Gabor based method showed signifi-
cantly better performance on both databases compared to previously
published results. Our results are almost 15% better on the dry rock im-
ages and 20% better on the wet rock images for the three classes of the
nickel mine, nearly 17% better on the seven classes of the copper mine
database, and 9.11% better on the reduced five classes of the copper
mine database. The classification performance was almost 10% lower
on the copper mine database compared to the nickel mine database.
This could be explained by there being seven (or five) classes in the cop-
per mine database compared with having only three classes in the nick-
el mine database.

Results obtained in this work are very promising, and the impor-
tance of remote ore sorting has already been discussed in many previ-
ous publications. Nevertheless, further developments in a pilot plant
are required to validate the methods in an industrial environment. We
want to emphasize that the proposed method could be used to optimize
mill operation by having remote information online about the
grindability of rocks that are being fed into the mill. A significant
amount of energy could be saved in the grinding process by having an
appropriate sensor to classify the rock types.
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