Cluster velocity distributions in a vapor at equilibrium
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We present the microscopic description of the vapor using the concept of cluster. Taking into consideration nonideal contributions, the distribution functions of every cluster species are obtained. From these distribution functions it is possible to derive kinetic “temperatures” associated with each cluster species and it is shown that the internal kinetic temperature and the kinetic temperature associated with the center of mass of the clusters are different from the thermodynamic temperature of the system as a whole. Molecular dynamic simulations show that the internal temperatures are smaller than the thermodynamic one, which is smaller than the kinetic temperatures for all cluster sizes. For the case of monomers more precise predictions can be made and they are in excellent agreement with our simulations. © 1998 American Institute of Physics. [S0021-9606(98)50521-1]

I. INTRODUCTION

In a vapor at equilibrium, and not too far from the liquid-gas transition line, a large amount of clusters are present. Clusters are ensembles of molecules that can be thought of as small domains of the liquid phase. At equilibrium, the concentration of clusters with \( k \) molecules (clusters of size \( k \)) decays rapidly with size.

The properties of the vapor, both in and out of equilibrium, depend strongly on the microscopic properties of the clusters. In particular the process where the vapor condensates and transforms itself into a liquid is commonly described in terms of the concentration of clusters of different sizes. This model, the homogenous nucleation theory (HNT), has been successful in describing the process but in some cases it fails by several orders of magnitude.

HNT needs the equilibrium concentration of clusters and the rate of successful reactions, data that must come from microscopic models of the clusters. There are many articles predicting the equilibrium concentration of clusters, most of them assuming that the cluster gas mixture can be modeled as an ideal gas mixture, in which case the equilibrium concentration can be expressed in terms of the free energy of formation of a cluster. The free energy can be calculated by means of thermodynamic models or directly from microscopic models. There have also been some works where excluded volume effects are taken into account and detailed calculations were made in the Percus-Yevick approximation. In a recent paper a new formalism based on a virial expansion that predicts the nonideal effects in the gas transition line, a large amount of clusters are present. Molecular dynamic simulations show that the internal temperatures are smaller than the thermodynamic one, which is smaller than the kinetic temperatures for all cluster sizes. For the case of monomers more precise predictions can be made and they are in excellent agreement with our simulations.

The latter is a measure of the fraction of collisions that are successful, namely, the reactions in which the monomer is actually absorbed by the cluster. Since this coefficient is quite difficult to estimate from a microscopic model, several phenomenological models have been put forward.

To be able to evaluate the collision rate between clusters and monomers it is necessary to have the equilibrium velocity distribution function for every species \( k \). HNT assumes that every species \( k \) has a Maxwell distribution \( f_k^{(0)} \) with the same temperature \( T \) as the system, and kinetic theory is used straightforwardly to derive the collision rates.

In this paper we first define the clusters in a dynamical way such that they are appropriate for a kinetic study of them, like HNT does. With this definition we prove that the distributions \( f_k \) associated with each cluster size are distorted Maxwellian distributions \( f_k = (1 + \beta_k) f_k^{(0)} \) and the “kinetic temperatures” (proportional to the mean quadratic velocity) associated with these distributions depend on \( k \) and are different than the temperature of the gas as a whole.

In the following sections we define the dynamical clusters as a set of molecules that are energetically bound, as an improvement over the geometrical definition of clusters (set of molecules that are close together) and study some of their properties. Then we derive the equilibrium velocity distribution functions associated with the center of mass of the different species of clusters and prove some general properties for them. In particular we show that the mean quadratic velocity \( \langle v^2 \rangle_k \) is different than the direct result derived from the temperature of the system. We are able to get an explicit expression for \( \langle v^2 \rangle_{k-1} \) (monomers) and we compare it with the values that emerge from molecular dynamic (MD) simulations of our own, getting excellent agreement.

More specifically, in Sec. II we present the microscopic description of the vapor using the concept of cluster. In Sec. III we review the formalism developed in Ref. 25 and we display the velocity distribution function for clusters of any size. From these distribution functions \( f_k \) we derive in Sec.
IV expressions for a “translational temperature” \( T^\text{trans}_k \) and a “temperature” \( T^\text{int}_k \) associated with the internal degrees of freedom of every cluster species and prove that, in particular, \( T^\text{trans}_1 < T \), where \( T \) is the thermodynamic temperature of the system. These inequalities are valid irrespective of the particular molecular interaction potential. In Sec. V we describe our molecular dynamic simulations and show how the inequalities are satisfied in practice in different simulations. Also the simulations indicate that for all sizes \( T^\text{int}_k < T \). In Sec. VI there is a particularization to the case of monomers (clusters of size 1) and excellent agreement is shown between our simulations and our predictions. Section VII is dedicated to concluding remarks.

II. CLUSTER DEFINITION

In the following we study a gas of clusters at equilibrium considering nonideal contributions up to the first virial corrections. Microscopically, a vapor will be considered as a nonideal gas mixture where each species of clusters has a set of internal degrees of freedom. For the sake of simplicity we are going to consider a system made up of point “molecules” that have only translational degrees of freedom.

Even though the HNT extensively uses the concept of clusters there is no unique definition for them. The only indication is that clusters are microscopic domains of the liquid phase. Usually a cluster is understood either as a set of molecules that are nearer to each other than a minimum distance, as a set of molecules inside a spherical shell, or a density fluctuation which exceeds a certain minimum. These definitions have the advantage of simplifying the calculations but overestimate the number of clusters. The overestimation comes from accepting as cluster a set of particles that are coincidentally close with no further dynamical relation between them. Hence, a large number of these “clusters by coincidence” have a short mean life (of the order of the collision time). For example, in a collision between two particles there will be a short time in which the pair would be considered as a cluster (dimer) although the particles will not evolve together. Furthermore, for a given cluster, its size will fluctuate unphysically due to all the particles that just scatter with it.

Besides, HNT (based in the clusters dynamics) assumes the sequence of absorption and evaporation processes is Markovian. However, for geometrical clusters there is a large number of paired absorption-evaporation processes highly correlated, that correspond to the scattering processes described above. For example, if two monomers collide (absorption of one monomer by another) the instant when they dissociate (evaporation) can be calculated analytically. This implies that the two processes are highly correlated. The correlation reduces for larger clusters as the scattering time increases and the dynamics is more chaotic, making impossible the prediction of the evaporation time. Therefore, the distinction between dynamical and geometric clusters is only relevant for smaller clusters, where also the kinetic consequences to be studied are more important.

Hill\(^{21,22}\) introduced the dynamical clusters in terms of “bound” and “unbound” potentials, similar to the constraint-potential defined later in this article. The defined dimers correspond to a pair of bound particles, but for larger clusters the definition, although rigorous, does not give a clear dynamical interpretation.

We shall call cluster (dynamical cluster) a set of particles that in some sense are energetically bound. To define unambiguously a cluster we define first a function \( C(r, v) \) that depends on the relative position and relative velocity of two particles, such that \( C \) is either 1 if the particles are energetically bound or 0 otherwise. Two particles are energetically bound if the particles are inside the potential well and with an energy lower than the maximum value of the effective potential \( \varphi_{\text{eff}}(r) \) (that includes the centrifugal potential), then the precise expression for \( C(r, v) \) is

\[
C(r, v) = \Theta \left( \varphi_{\text{eff}}(r_M) - \varphi(r) - \frac{m v^2}{2} \right) \Theta(r_M - r),
\]

where \( \Theta \) is the Heaviside step function, \( m \) is mass of the particles, and \( r_M \) is the point where the effective potential reaches its maximum value.

We assume that the molecular potential is strictly of finite range. In this case there is always a maximum in the effective potential, which we assume is unique to simplify notation but in other cases the formalism is equally valid. The case where the potential is not strictly of finite range but decays faster than \( r^{-2} \) is studied in the Appendix.

To define clusters we introduce the concept of linked particles as follows: (i) if \( C(r_{ab}, v_{ab}) = 1 \) then by definition \( a \) and \( b \) are linked, (ii) if particle \( a \) is linked with \( b \) and \( b \) is linked with \( c \) then \( a \) and \( c \) are linked. Finally, (iii) two particles belong to the same cluster if and only if they are linked.

Using this generic definition each microscopic state has a unique decomposition in clusters.

III. STATISTICAL FORMULATION FOR A GAS OF CLUSTERS

In this article we use the formalism developed in Ref. 25, which consistently considers the nonideal contributions in a gas of clusters and predicts accurately the vapor pressure and cluster concentrations.

The system is described as a gas mixture of different cluster species (in the grand canonical ensemble), where the interactions between the different “particles” take into account the full interaction between all the molecules composing each cluster. But, there is another interaction between clusters that comes from the definition of clusters. Since molecules in two different clusters, of sizes \( k \) and \( \ell \), cannot be energetically bound, there is a restriction relating the values of the variables of the molecules in each one of the two clusters. This restriction is imposed with a constraint-potential \( U_{\text{const}}^{\text{trans}} \) that becomes infinite if such restrictions are violated and is zero otherwise, then the Boltzmann factor suppresses all the configurations where particles in different clusters are bound.

Hence, the effective Hamiltonian that describes the cluster gas mixture is the sum of the energy for each cluster \( H_k \) (translational and internal energy of the clusters) and the to
tial effective interaction between clusters $V_{kl}$ (the molecular interaction between molecules composing the clusters plus the constraint potential).

The clusters are described giving their position, momentum and internal degrees of freedom $\xi$ of each cluster. The internal degrees of freedom take values such that the particles in the cluster are bound.

Then, the system is studied using the virial expansion based in a formal diagrammatic expansion for the case of gas of clusters.\textsuperscript{32,33} The expansion, valid for low density vapors, is used to calculate up to first nonideal correction the velocity distribution function $f_k(r,v)$ for clusters of size $k$.\textsuperscript{25}

$$f_k(r,v) = \frac{1}{k!^2} \exp\left( -\frac{m}{k} \int e^{-\beta H_{0}(r,\mathbf{p},\xi)} d\xi + \lambda \right) \int e^{-\beta H_{0}(r,\mathbf{p},\xi)} \times e^{-\beta \phi_0^2/2m (e^{-\beta V_{kl}(r,\mathbf{p},\xi)}/d\xi_{\mathbf{r}_1}\cdot d\xi_{\mathbf{p}_1} - 1)} d\mathbf{r}_1 d\mathbf{p}_1 d\xi,$$

where $\xi$ represents the internal degrees of freedom of the cluster, and $\lambda = e^{\beta \mu}$ is the small quantity used in the diagrammatic method, with $\mu$ the chemical potential. The ideal Hamiltonian of a cluster of size $k$, $H_{0}^k$ includes the translational kinetic energy $p^2/2km$ and the internal energy $U_k(\xi)$.

The correction to the zero order distribution comes from an average of the interaction between a cluster and the monomers.

### IV. KINETIC TEMPERATURES

Some interesting properties can be derived from the generic expression (2). The limit of zero density (zero order approximation) of $f_k$ is directly a Maxwell-Boltzmann distribution. But when the interaction with monomers is included it becomes distorted. Changing the integration variables of the monomer to those in the reference frame of the cluster, the distribution function can be written as

$$f_k(r,v) = f_k^{(0)}(r,v) \left[ 1 + m^2k \int F(r_0,\mathbf{v}_0) \times e^{-m(v_0^2 + 2kT_d) dr_0 d\mathbf{v}_0} \right],$$

where

$$f_k^{(0)}(r,v) = (mk)^k q_k e^{-\beta m k v^2/2},$$

$$F(r_0,\mathbf{v}_0) = \left[ \int e^{-\beta U_k(\xi)}/d\xi_{\mathbf{r}_0} - 1 \right] \frac{d\xi}{e^{-\beta U_k(\xi)}} \bigg|_{r=0,\mathbf{v}=0},$$

$$q_k = \frac{1}{k!} \int e^{-\beta U_k(\xi)} d\xi,$$

namely, the distribution function is the Maxwell-Boltzmann distribution $f_k^{(0)}$ corrected by the monomer-cluster interaction, integrated over all the possible configurations of the cluster and all the possible positions and velocities of the monomer (velocities measured in the reference frame of the cluster). The function $F$ depends on velocities because the constraint potential, which is part of the effective potential $V_{kl}$, depends on the relative velocity between the monomer and the cluster.

Before modeling the form in which the monomer interacts with the cluster we will derive an interesting general property. Let us calculate the mean quadratic velocity of a cluster of size $k$. Expanding the result to first order in $\lambda$ yields

$$\frac{mk}{2} \langle v^2 \rangle_k = \frac{d}{2} T \left[ 1 + \frac{m^2}{k+1} \right] d\mathbf{r}_0 d\mathbf{u} \times F(r_0,\sqrt{2T(k+1)u/mk}) \left( \frac{2}{d^2} u^2 - 1 \right) e^{-u^2},$$

(7)

where $\langle \cdot \cdot \rangle_k$ means an average evaluated using $f_k$.

Since for energetically defined clusters, the function $F$ depends nontrivially on velocities, the above integral is generally not zero. Hence,

$$\frac{mk}{2} \langle v^2 \rangle_k \neq \frac{d}{2} T.$$  

(8)

That is, the translational kinetic energy is not equal to the value obtained in simple statistical mechanics. The difference comes from the existence of the constraint potential that depends on velocities.

We will define the kinetic or translational temperature of a cluster as

$$T_k^{\text{trans}} = \frac{mk}{d} \langle v^2 \rangle_k$$

(9)

and the internal temperature

$$T_k^{\text{int}} = \frac{2K_{\text{int}}}{(k-1)d},$$

(10)

where $K_{\text{int}}$ is the internal kinetic energy divided by $(k-1)d/2$, because $d$ degrees of freedom must be subtracted in the center-of-mass reference frame. $T_k^{\text{trans}}$ plays an important role in the kinetic properties of the clusters.

The three “temperatures” that we are using are then the thermodynamic temperature $T$ of the system and the translational and internal temperatures $T_k^{\text{trans}}, T_k^{\text{int}}$ of the clusters $k$, and they turn out to be different. Only $T_k$ of course, is a true temperature.

It can be argued, and proved for the case of monomers, that the three temperatures satisfy,

$$T_k^{\text{int}} < T < T_k^{\text{trans}}.$$  

(11)

The restriction that the particles inside a cluster have to be energetically bound puts an upper limit on the relative velocities of the particles, and therefore the total internal kinetic energy per degree of freedom is less than $T/2$, giving $T_k^{\text{int}} < T$. From the equipartition theorem, the total kinetic energy should be equal to $T/2$ for each degree of freedom, then to compensate the energy deficit in the internal degrees of freedom, the translational ones must have more than $T/2$, giving $T < T_k^{\text{trans}}$. 


To estimate the translational temperature for the case of large clusters it is necessary to model how a cluster interacts with a monomer. We will work the case when the temperature is low enough so that we can assume that the cluster is spherical and compact in the sense that the energy of the monomer inside the cluster would be infinite. Therefore,

\[ F(r_0, v_0) = \begin{cases} \frac{-1}{2} & r_0 \in \text{Volume} \\ \frac{1}{2} & r_0 \in \text{Surface}, \\ 0 & r_0 \in \text{External zone} \end{cases} \] (12)

Replacing this expression back in (3) implies that the mean quadratic velocity of the cluster is

\[ \frac{m k}{2} \langle v^2 \rangle_k = \frac{d}{2} \left[ 1 + \lambda \frac{m^d}{k+1} A_{\text{cl}} \frac{1}{\Delta} \int d r_0 \, d u \right. \]

\[ \left. \times G(r_0 \hat{r}, \sqrt{\frac{2T(k+1)}{mk}} u) \right. \]

\[ \left. \left[ \frac{2}{d} u^2 - 1 \right] e^{-u^2} \right]. \] (13)

where \( A_{\text{cl}} \) is the surface of the cluster, \( \Delta \) the width of the interface and the integration is only over the radial component since the approximation \( \Delta \approx \hat{R} \) has been made.

From (13) it is seen that only the surface term contributes since the volumetric term, which corresponds to the \(-1\) in \( F \), vanishes when it is integrated. The contribution is of the order of the volume of the interface. For large \( k \) the correction goes to zero as,

\[ \frac{T_{\text{trans}}^2 - T}{T} = \sigma \left( \frac{A_{\text{cl}} \Delta}{k} \right) \]

\[ = \begin{cases} \sigma(k^{-1/4}) & d = 2 \\ \sigma(k^{-1/3} \sqrt{\log(k)}) & d = 3 \end{cases}, \] (14)

where we have used that \( A_{\text{cl}} = \sigma(k^{d-1/2}) \) and that the width of the interface is given by

\[ \Delta = \begin{cases} \sigma(k^{1/4}) & \text{if } d = 2 \\ \sigma(\sqrt{\log(k)}) & \text{if } d = 3 \end{cases}, \] (15)

as in Ref. 34. This result shows that in both two and three dimensions the correction to the translational temperature is more important for small clusters, where the distinction between the geometric and energetic clusters is important to the dynamics. The size dependence of the nonideal correction to the translational temperature should be compared to the nonideal correction to the cluster free energy, which increases linearly with cluster size.

A. Monomers

In the case of monomers, it can be shown that the correction is always positive. In fact, in this case the cluster (monomer) does not have internal degrees of freedom, then the function \( F \) is reduced to,

\[ F(r_0, v_0) = e^{-\beta v_1(r_0, v_0) - 1}. \] (16)

The integration over velocities of the second term in \( F \) vanishes. Then the mean quadratic velocities for monomers is

\[ \frac{m}{2} \langle v^2 \rangle_1 = \frac{d}{2} T \left[ 1 + \lambda \frac{m^d}{2} \int d r_0 \, d u \right. \]

\[ \left. \times e^{-\beta v_1(r_0, v_0) - \beta \phi(r_0) \left( \frac{2}{d} u^2 - 1 \right) e^{-u^2} \right]. \] (17)

But the exponential of the constraint potential between two monomers vanishes if the two monomers are bound, which happens when the relative velocity \( u \) is small. Then this exponential acts as a lower limit in the integration in \( u = |u| \), where this lower limit depends on the position \( r_0 \), the relative orientation between \( r_0 \) and \( u \), and the molecular potential. Moreover the integration in \( u \),

\[ \int_u^\infty du u^{d-1} \left( \frac{2}{d} u^2 - 1 \right) e^{-u^2} \]

is always positive. Hence the correction in the mean quadratic velocities of monomers is always positive.

The conclusion is that for any intermolecular interaction potential the monomers move (on average) faster than the thermal velocity associated with the temperature \( T \) of the system.

V. MOLECULAR DYNAMIC SIMULATIONS

We have made molecular dynamic simulations of a two-dimensional system of particles interacting with a pair potential given by

\[ \varphi(r) = \begin{cases} \infty & r < \sigma \\ -\epsilon & \sigma < r < \alpha \sigma, \\ 0 & r > \alpha \sigma \end{cases}, \] (19)

where we have chosen units so that \( m = 1, \epsilon = 1, \sigma = 1 \) and we have set \( \alpha = 1.5 \).

Our system has \( N = 10^4 \) particles at temperatures and number densities \( n \) corresponding to the pure, homogeneous gas phase but with the presence of clusters. The boundary conditions are chosen to be periodic to avoid heterogeneous condensation. Systems like this one are known to relax to a state totally independent of the details of the initial condition. Given any microscopic state it is possible to identify the clusters present in it and from here to determine the instantaneous value of their properties.

For the case of the potential (19) the value of \( r_M \) in (1) is always \( r_M = \alpha \sigma \). Then the function \( C(r, v) \) is,

\[ C(r, v) = \Theta(\alpha \sigma - r) \left( e + \frac{l^2}{m(\alpha \sigma)^2} - \frac{mv^2}{4} \right), \] (20)

where \( l \) is the angular momentum.

In each simulation the system was relaxed until it reached equilibrium (at least constant temperature and constant number of clusters of each size). After relaxation the velocity distribution of the center of mass and the internal kinetic energy for the different cluster sizes \( k \) were measured. These measurements were made taking periodic snapshots of the system. Each snapshot was taken at regular intervals of about two collisions per particle. From the center-
TABLE I. Global density $n$ and temperature $T$ used in the molecular dynamics simulations.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulation 1</td>
<td>0.02</td>
<td>0.602</td>
</tr>
<tr>
<td>Simulation 2</td>
<td>0.05</td>
<td>0.802</td>
</tr>
<tr>
<td>Simulation 3</td>
<td>0.05</td>
<td>0.987</td>
</tr>
</tbody>
</table>

of-mass velocity distribution different moments of it were calculated, thus allowing the determination of the translational temperatures.

We have made simulations for different global conditions (density and temperature) which are shown in Table I.

In Fig. 1 one can see the translational and internal temperatures observed in the simulations described in Table I. For larger clusters the statistical error increases due to decreasing number of clusters as the size increases. All the simulations give results clearly satisfying our predictions. Also it seems that, within the error range, the translational temperature is always (not just for monomers) higher than the thermodynamic temperature.

Also, the fourth cumulant of the distributions, $k_4$, was measured to see how close to a Maxwellian about $T_{\text{trans}}^1$ were the observed velocity distributions. The fourth cumulant is a standard way to measure the departure from a Maxwellian in two dimensions we get from

$$ T_k \approx \frac{4}{3} \frac{T}{T_{\text{trans}}^1} = \left[ 1 - \frac{2 \langle v^2 \rangle^2}{\langle v^4 \rangle} \right]. \quad (21) $$

The results are shown in Table II. It can be seen that for all our simulations and for all the observed cluster sizes the fourth cumulant is quite small. Therefore it is justified to approximate the distribution to a Maxwellian not at $T$ but rather at the translational temperature associated with each size.

VI. MONOMERS

Studying the case of monomers (free molecules) it is possible to get quantitative comparisons between our predictions and our simulations since in this case the different integrals of the distribution function can be reduced considerably. In fact, if we consider the intermolecular potential (19) in two dimensions we get from (3),

$$ n_1 = n \exp \left[ -n e^{\beta e} \left( \pi (\alpha^2 - 1) - \frac{1}{2} \int_{1}^{\alpha^2} d\alpha \int_{0}^{2\pi} d\phi \ e^{-RT} \right) \right]. \quad (22) $$

$$ \frac{m}{2} \langle v^2 \rangle = T \left[ 1 + \frac{n}{4} e^{\beta e} \int_{1}^{\alpha^2} d\alpha \int_{0}^{2\pi} d\phi \ R e^{-R} \right]. \quad (23) $$

$$ k_4 = \frac{3nT^2}{16} e^{\beta e} \int_{1}^{\alpha^2} d\alpha \int_{0}^{2\pi} d\phi \ R(R-2) e^{-R}, \quad (24) $$

with

$$ R = \frac{\beta e}{1 - y \sin^2 \phi/\alpha^2}, \quad (25) $$

where $n_1$ is the density of monomers, and $k_4$ is the fourth cumulant of the distribution.

The density of monomers has been written in the form of an exponential to be able to compare it with the classic form given in the HNT where the exponent is basically the free energy associated with the formation of a cluster. When non-ideal contributions are considered, the free energy necessary to have a monomer is not zero because the particles in the neighborhood have to have an energy above a certain value to avoid being bound with the monomer.
TABLE III. Comparison of the predicted and simulational properties for the monomers for the simulations under different conditions. The simulations are those of Table I.

<table>
<thead>
<tr>
<th></th>
<th>Theo</th>
<th>Sim 1</th>
<th>Theo</th>
<th>Sim 2</th>
<th>Theo</th>
<th>Sim 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_i$</td>
<td>6858</td>
<td>6918</td>
<td>5591</td>
<td>5826</td>
<td>6497</td>
<td>6642</td>
</tr>
<tr>
<td>$T_{\text{trans}}$</td>
<td>0.625</td>
<td>0.623</td>
<td>0.868</td>
<td>0.867</td>
<td>1.06</td>
<td>1.06</td>
</tr>
</tbody>
</table>

In the simulations cited above we have measured these quantities getting excellent agreement with our predictions. In Table III there is a comparison between predictions and the results of our simulations.

VII. CONCLUSION

We have made a definition of clusters that allows a kinetic study of them. The clusters are defined using an energetic criterion instead as the usual distance criterion. With this definition we have studied a vapor at equilibrium, and it has been verified that when nonideal contributions are included to describe the vapor as a gas of clusters, the translational temperature of each cluster size is larger than the global temperature of the system. The extra energy comes from the internal degrees of freedom of the clusters which are colder because the clusters are energetically bound.

The predicted inequalities between the different temperatures have been corroborated qualitatively in several cases by means of MD simulations. For the predictions concerning different moments of the velocity distribution for monomers, an agreement within 4% was obtained.
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APPENDIX: CLUSTER DEFINITION FOR NONSTRICKLY FINITE RANGE POTENTIALS

If the interaction potential is not strictly of finite range, the definition (1) would count as clusters a pair of particles that are far away but their relative velocity is, by coincidence, small. To avoid this problem we should take a critical distance $r_c$ such that particles whose separation is greater than $r_c$ will not be taken as linked. But since in an isolated cluster energy is conserved, it is possible to have elongated orbits that cross this distance, making the size of the cluster to fluctuate unphysically. Then, if $r_M$ (the point where the effective potential is maximum) is larger than $r_c$, the effective potential at $r_c$ is evaluated $\varphi_c = \varphi(r_c)$, and two particles will be taken as linked if in their center of momentum frame, their total energy is lower than $\varphi_c$.

Then, the final expression for the function $C(r, v)$ that we use is,

$$C(r, v) = \Theta \left( \varphi_{\text{eff}}(r_0) - \varphi(r) - \frac{mv^2}{2} \right) \Theta(r_0 - r),$$

where

$$r_0 = \min\{r_M, r_c\}. \quad (A2)$$

The function defined above is strictly short range.

8 R. S. Cordero, Molecular Theory of Capillarity (Clarendon, Oxford, 1982).