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Abstract—Fault diagnosis and failure prognosis are essential techniques in improving the safety of many mechanical systems. However, vibration signals are often corrupted by noise; therefore, the performance of diagnostic and prognostic algorithms is degraded. In this paper, a novel denoising structure is proposed and applied to vibration signals collected from a testbed of the helicopter main gearbox subjected to a seeded fault. The proposed structure integrates a denoising algorithm, feature extraction, failure prognosis, and vibration modeling into a synergistic system. Performance indexes associated with the quality of the extracted features and failure prognosis are addressed, before and after denoising, for validation purposes.
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I. INTRODUCTION

T

HE performance of failure prognostic algorithms is closely related to features (also known as condition indicators) derived from sensor data, which reveal the evolution and propagation of a failure in the system [1]–[3]. For many mechanical systems, features are typically extracted from vibration data [4]. Noise, however, often corrupts the vibration signals and masks the indication of faults, particularly in their early stages, thus curtailing the ability to accurately diagnose and predict failures. Therefore, it is important to develop a good denoising scheme for improving the signal-to-noise ratio (SNR) and making the characteristics of the fault perceptible in the vibration data. This process will improve the quality of the features, potentially lower the fault-detection threshold, and thus increase the accuracy of the diagnostic and prognostic algorithms.

The main transmission of Blackhawk and Seahawk helicopters employs an epicyclic gear system [4], [5]. Recently, a crack in the planetary carrier plate was discovered and resulted in a major overhaul and replacement of gear plates at a high cost. Therefore, many research efforts toward designing and implementing condition-based maintenance (CBM) on helicopters, such as signal preprocessing [2], [6], vibration signal modeling [7], feature extraction [2], [3], detection of cracks, and prediction of crack length [8], [13], have been carried out. The objective of this paper is to propose a new vibration preprocessing structure, which synergizes vibration denoising, vibration modeling, feature extraction, and failure prognosis, to enhance the performance of CBM. The planetary gear system with a seeded crack on the gear carrier plate will be used to verify the proposed method.

For an epicyclic gear system, the widely used denoising technique is time synchronous averaging (TSA), which can be implemented in the time or frequency domain [2]–[4]. Other denoising algorithms include blind source separation [9], stochastic resonance [10], and adaptive schemes [11]. Since previous research [7] has provided a good understanding of the true vibration signals, a blind deconvolution algorithm developed for a similarly formulated image processing problem [12] will be modified and employed to recover the actual vibration signal [14]. This paper addresses in detail the structure of the overall denoising scheme, the analysis of vibration mechanisms, the blind deconvolution algorithm, and its experimental verification. The results show that the proposed denoising scheme can substantially improve the SNR, feature performance, and the precision of the failure prognostic algorithm. The developed algorithm has successfully been applied to real-time fault diagnosis and failure prognosis [15].

II. DENOISING SCHEME ARCHITECTURE

The proposed denoising scheme is shown in Fig. 1. An accelerometer mounted on the gearbox frame collects vibration signals, which, in turn, are preprocessed to obtain TSA signal $s(t)$. The blind deconvolution denoising algorithm is carried out in the frequency domain. Thus, the denoising algorithm is applied to $S(f)$, which outputs the denoised vibration data in the frequency domain $B(f)$. If the time-domain signal is required, $B(f)$ can be inverse Fourier transformed to obtain $b(t)$. 
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From $B(f)$ and $b(t)$, features can be extracted and fused to subsequently be used in fault-diagnostic and failure-prognostic routines. The failure-prognostic algorithm not only predicts the remaining useful life (RUL) of the system but also provides an estimate of the crack length on the planet gear carrier plate as a function of time [8], [13]. Both the estimated crack length and load profile of the helicopter serve as inputs to the vibration model [7], which generates the modeled vibration signal $m(t)$. The frequency spectra of $m(t)$ are normalized to obtain weighting factor vector $W(f)$, which is used in a nonlinear projection of the algorithm.

The blind deconvolution algorithm is shown in Fig. 2. The nonlinear projection, which is based on vibration analysis in the frequency domain, and the cost function minimization blocks are critical components. Initially, an inverse filter $Z'(f)$ must be defined. This filter is an initial estimate of the inverse modulating signal in the frequency domain and converges to a filter, through an optimization algorithm, that recovers the modulating signal in the frequency domain and converges to be defined. This filter is an initial estimate of the inverse filter $Z$ vibration model [7], which generates the modeled vibration signal $m(t)$. Signal $Z'(f)$ passes through the nonlinear projection, which maps $B'(f)$ to a subspace that contains only known characteristics of the vibration signal, to yield $B_{nl}(f)$. The difference between $B'(f)$ and $B_{nl}(f)$ is denoted as $E(f)$. By iteratively adjusting $Z'(f)$ to minimize $E(f)$ and when the difference of $E(f)$ in two successive iterations reach a threshold value or, in the real-time case, the iteration number reaches a given value, it can be said that signal $B'(f)$ approaches $B(f)$, which can be regarded as the denoised vibration signal. At the same time, $Z'(f)$ approaches $Z(f)$, which is close enough to a real inverse filter.

Fig. 3. Configuration of an epicyclic gear system.

### III. Vibration Data Analysis

The vibration signals are derived from a main transmission gearbox with five planet gears, as shown in Fig. 3. The gearbox has a seeded crack fault on the planetary gear plate. The succeeding sections intend to describe the expected vibration data.

#### A. Healthy Gearbox

Ideally, planetary gears are evenly spaced. The accelerometer is mounted at a fixed point at position $\theta = 0$. Then, the modulating signal for planetary gear $p$ has the form

$$a_p(t) = \sum_{n=-N}^{N} \alpha_n \cos(n\theta_p)$$  \hspace{1cm} (1)

where $\theta_p$ is the position of gear $p$, $f^*$ is the carrier rotation frequency, $N$ is the number of sidebands under consideration, and $\alpha_n$ is the amplitude of the frequency component at frequency $nf^*$.

Mesh vibrations generated from different gears are of the same amplitude but different phase shifts. Since the teeth meshing speed is proportional to the angular velocity of the planetary carrier, the meshing vibration appears at frequencies $N_p f^*$ [5], [7], with $N_p$ being the number of annulus gear teeth. Then, the vibration signal from gear $p$ can be written as

$$b_p(t) = \sum_{m=1}^{M} \beta_m \sin(mN_p \theta_p)$$  \hspace{1cm} (2)

where $M$ is the number of harmonics under consideration, and $\beta_m$ is the harmonic amplitude of the meshing vibration.

Then, the observed vibration signal of planetary gear $p$, with respect to the static accelerometer, is given as the product of the meshing vibration signal and the amplitude-modulating
signal. This signal, which is denoted by \( y_p(t) = a_p(t)b_p(t) \), is given by

\[
y_p(t) = \frac{1}{2} \sum_{m=1}^{M} \sum_{n=-N}^{N} \alpha_n \beta_m \sin(mN_t + n)\theta_p). \tag{3}
\]

The position of the frequency components around the meshing vibration harmonics (or sidebands) are located at \((mN_t + n)f^s\).

When there are \(N_p\) planetary gears, the vibration signal observed by the accelerometer is the superposition of the vibration signals generated from \(N_p\) different planetary gears. This superposed vibration signal has the form

\[
y(t) = \frac{1}{2} \sum_{p=1}^{N_p} \sum_{m=1}^{M} \sum_{n=-N}^{N} \alpha_n \beta_m \sin \left( 2\pi(p - 1) \frac{mN_t + n}{N_p} \right). \tag{4}
\]

Since the planetary gears are evenly spaced, the phase angle of the sidebands will be evenly spaced along \(2\pi\) [5]. Thus, it is obvious that, if sideband \(mN_t + n\) is not a multiple of \(N_p\) and \((mN_t + n)/N_p\) has a remainder of \(\gamma\), the vibration components from different gears are evenly spaced by an angle \(2\pi\gamma/N_p\). In this case, when the vibrations generated from different planetary gears are combined, these sidebands add destructively and become zero. Those frequency components appear at sidebands where \(mN_t + n \neq k N_p\) are termed as non-regular meshing components (non-RMC). This case is shown in Fig. 4(a).

On the contrary, if sideband \(mN_t + n\) is a multiple of \(N_p\), the remainder of \((mN_t + n)/N_p\) will be zero. In this case, the vibration components from different gears do not have a phase difference. When the vibration signals from different planetary gears are combined, these sidebands add constructively and are reinforced. These frequency components that appear at sidebands where \(mN_t + n = k N_p\) are referred to as regular meshing components (RMCs) or apparent sidebands. This process of frequency components adding destructively/constructively finally generates asymmetrical sidebands [5], [7]. This case is shown in Fig. 4(b).

According to the aforementioned vibration analysis in the frequency domain as well as from previous research results for an ideal system [4], [5], [7], only the spectra at frequencies that are multiples of the number of planetary gears (i.e., RMC) survive, whereas the spectra at other frequencies (i.e., non-RMC) vanish. With this understanding, the vibration data in the frequency domain can be written as

\[
Y(f) = f_{\text{hea}}(\gamma_{m,n} ((mN_t + n)f^s)) \tag{5}
\]

where \(\gamma_{m,n}\) is the magnitude of the spectral amplitude at \((mN_t + n)f^s\), and \(f_{\text{hea}}\) is the nonlinear projection for an ideal healthy gearbox given by

\[
f_{\text{hea}} = \begin{cases} 
1, & \text{if } mN_t + n \text{ is a multiple of } N_p \\
0, & \text{otherwise}. 
\end{cases} \tag{6}
\]

### B. Faulty Gearbox

When the planetary gear carrier has a crack, the gears are no longer being evenly separated along \(2\pi\). For analysis simplicity, suppose that only one planetary gear has an angle shift. Due to this phase shift, when \(mN_t + n\) is not a multiple of \(N_p\), the vibration components from different gears will not be canceled in destructive adding, as shown in Fig. 5(a), where \(\varphi_{p,m,n}\), with \(1 \leq p, \leq 5\) indicates the frequency components of gear \(p\) at frequency \((mN_t + n)f^s\). This results in higher non-RMC frequency components.

On the other hand, when \(mN_t + n\) is a multiple of \(N_p\), the vibration components from different gears are not exactly in phase, which results in lower RMC frequency components, as shown in Fig. 5(b).

Therefore, the nonlinear projection for a healthy gearbox is not suitable for a faulty gearbox. A modification of the nonlinear projection is given as follows: From previous research in [7], a vibration model in the frequency domain has been established, with the load profile and the crack size being two of the inputs. Note that the load profile is known and that the crack size can be estimated from the prognostic algorithm [8], [13]. Then, the modeled noise-free vibration signal \(m(t)\) generated from the vibration model is Fourier transformed in the frequency domain to arrive at \(M(f)\). The magnitude of \(M(f)\) is normalized to obtain weighting factors \(W(f)\).

When a frequency-domain signal \(B^s(f)\) is fed into the nonlinear projection, it yields \(B_{\text{na}}(f)\). Supposing that \(\lambda_{m,n}\) is the
magnitude of the sideband at \((mN_t + n)\), the spectra of \(B'(f)\) can be written as \(\lambda_{m,n}((mN_t + n)f^*)\), and accordingly, the spectra of \(B_{nl}(f)\) are given by \(W_{m,n}(f)\lambda_{m,n}((mN_t + n)f^*)\), where \(W_{m,n}(f)\) is the weighting factor at sideband \(mN_t + n\) defined by \(W(f)\). It is clear that the nonlinear projection in this case is

\[
f_{nl} = W_{m,n}(f) \quad \forall (mN_t + n) \in D_{sup}.
\]  

Note that \(f_{hea}\) is a special case of \(f_{nl}\).

### IV. BLIND DECONVOLUTION DENOISING

From the vibration analysis of the gearbox, we know that the vibration signals collected from the transducer are amplitude modulated [5], [7]. Multiple sources of noise may further corrupt the signal. A simplified model for such a complex signal may be defined as

\[
s(t) = a(t)b(t) + n(t)
\]

where \(s(t)\) is the measured vibration signal, \(b(t)\) is the noise-free unmodulated vibration signal, \(a(t)\) is the modulating signal, and \(n(t)\) is the cumulative additive noise.

Previous research results detail the spectral characteristics of vibration signals for rotating equipment [6], [7], [9]. It is appropriate, therefore, to investigate the measured noisy vibration in the frequency domain. Thus, the model can be written in the frequency domain as

\[
S(f) = A(f) * B(f) + N(f)
\]

where \(*\) is the convolution operator, and \(S(f)\), \(A(f)\), \(B(f)\), and \(N(f)\) are the Fourier transforms of \(s(t)\), \(a(t)\), \(b(t)\), and \(n(t)\), respectively. Then, the goal in the frequency domain is to recover \(B(f)\).

To solve this problem, we start with \(Z'(f)\), a very rough initial estimate of the inverse filter, which demodulates the observed signal \(S(f)\) to give a rough noise-free vibration signal

\[
B'(f) = S(f) * Z'(f).
\]

Passing \(B'(f)\) through the nonlinear projection, it yields \(B_{nl}(f)\). The difference between \(B_{nl}(f)\) and \(B'(f)\), which is denoted as \(E(f)\), is minimized afterward. The iterative process refines \(Z'(f)\) to minimize \(E(f)\). When the difference in \(E(f)\) in two successive iterations reach a threshold value, \(Z'(f)\) converges to \(Z(f)\), which is close enough to a real inverse filter. Then, with this \(Z(f)\), a good estimate for \(B(f)\) is obtained as

\[
B(f) = S(f) * Z(f).
\]

Two additional assumptions are made in the solution of this problem.

1) \(Z(f)\) exists and is summable, i.e., \(\sum Z(f) < \infty\).
2) Since the modulating signal \(a(t)\) is always positive, its inverse is also positive.

The cost function for the optimization is defined as

\[
J = \sum_{f \in D_{sup}} [B'(f) - B_{nl}(f)]^2 + \left(\sum Z(f) - 1\right)^2
\]

where \(D_{sup}\) is the frequency range that contains the main vibration information. Because of the periodic fade of signal spectra between harmonics, a window centered at harmonic frequencies is used to define critical frequencies. All these windows, for a certain number of harmonics, form the support \(D_{sup}\). In the cost function, assumptions 1 and 2 are used to arrive at the second term to avoid an all-zero inverse filter \(Z(f)\), which leads to the trivial solution for error minimization. Moreover, the iterative conjugate gradient method is called upon to address the optimization problem. This method has a faster convergence rate in general, as compared with the steepest descent method [12].

### V. EXPERIMENTAL STUDIES

This section presents some experimental results from a helicopter gearbox that has a plate with seeded fault. To highlight the effectiveness of the proposed blind deconvolution denoising method, it is compared with a spectral subtraction denoising method [16]. The comparison is between the SNR and performance of the extracted feature.
A. Data and Feature

The initial length of the seeded crack on the carrier is 1.344 in and grows with the evolving operation of the gearbox. The gearbox operates over a large number of ground-air-ground (GAG) cycles at different torque levels. In each GAG cycle the torque increases from 20% to 40%, then to 100%, and, finally, to 120%; it then decreases to 20% for the next cycle. Each GAG cycle is about 3 min.

In each GAG cycle, the torque levels at 20%, 40%, and 100% are investigated. This way, vibration data are acquired at different torque levels and different crack lengths. Analysis in Section III shows that the ratio of the non-RMC to the RMC sidebands may indicate the presence of a fault on the planetary carrier. Based on this notion, the feature sideband ratio (SBR) [2] will be used to demonstrate the effectiveness of the denoising algorithm. Let \( X \) denote the number of sidebands in consideration on both sides of the dominant harmonic components; SBR is then defined as

\[
SBR(X) = \frac{\sum_{h=1}^{m} \sum_{g=-X}^{X} \text{non-RMC}}{\sum_{h=1}^{m} \sum_{g=-X}^{X} (\text{non-RMC} + \text{RMC})}.
\]

B. Performance on Signal and Feature

The first performance index is an overall accuracy measure defined as the linear correlation coefficient between the raw feature values and the crack length growth (CCR) [7]. In the experiment, the ground truth crack length data at discrete GAG cycles are available. With these data, the crack growth curve can be obtained through interpolation. Suppose that \( x \) is the feature vector and that \( y \) is the crack growth curve, with \( x \) and \( y \) being their means, respectively. The correlation coefficient between \( x \) and \( y \) is given as

\[
\text{CCR}(x, y) = \frac{\text{ss}_{xy}}{\text{ss}_{xx} \cdot \text{ss}_{yy}}
\]

where \( \text{ss}_{xy} = \sum_{i=1}^{l_x} (x_i - \bar{x})(y_i - \bar{y}) \), \( \text{ss}_{xx} = \sum_{i=1}^{l_x} (x_i - \bar{x})^2 \), and \( \text{ss}_{yy} = \sum_{i=1}^{l_y} (y_i - \bar{y})^2 \), respectively, and \( l_x \) is the length of feature vector \( x \).

Because of the changes in operating conditions and other disturbances, the feature values along the GAG axis are very noisy and need to be smoothed through a low-pass filtering operation. Then, an accuracy performance index is obtained by calculating the correlation coefficient based on the smoothed feature curve \( x' \) (CCS) [7]. The calculation of CCS is the same as that of CCR in (14), except that \( x \) is being replaced by \( x' \). To obtain \( x' \), a Butterworth low-pass filter with a cutoff frequency of 0.2π is used.

The third performance index is a precision measure corresponding to a normalized measure of the signal dispersion. It is referred to as percent mean deviation (PMD) [7], i.e.,

\[
PMD(x, \tilde{x}) = \frac{\sum_{i=1}^{l_x} x_i - \tilde{x}_i}{\bar{x}} \times 100.
\]

The SNRs, before and after denoising, at 100% torque levels are shown in Fig. 6(a). It is clear that the signal after the blind deconvolution denoising routine enjoys the highest SNR, which is desirable. The feature of SBR(12) at 100% torque level is shown in Fig. 6(b). The correlation coefficient and PMD for this feature at different torque levels are summarized in Table I. At the 100% torque level, the CCR, CCS, and PMD of the feature from the spectral subtraction routine are 0.947%, 0.961%, and 3.55%, respectively, compared with 0.983%, 0.991%, and 3.57% of the feature from the blind deconvolution routine. The latter has better correlation with the crack growth curve than the former, whereas the precision is almost the same. From the comparison of the three defined performance indexes, it is clear that substantial feature improvements have been achieved via the application of the denoising algorithm. In the tables, “D.N” stands for denoised.

C. Performance on Failure Prognosis

A fault detection/failure prognosis framework based on particle filtering algorithms has successfully been developed and applied to the prediction of the RUL of the critical components [8], [13]. The approach provides a particle-filter-based estimate of the state probability density function (PDF), generates p-step-ahead long-term predictions, and uses available empirical information about hazard thresholds to estimate the RUL PDF. The algorithm implementation requires a process model to incorporate the information present in the feature data. Therefore, the following crack growth state model (based on the Paris equation) has been established for online state and model parameter estimation, as well as RUL PDF estimation:

\[
\begin{align*}
L(t + 1) &= L(t) + C \cdot \alpha(t) \cdot (\Delta K(t))^m + \omega_1(t) \\
\alpha(t + 1) &= \alpha(t) + \omega_2(t) \\
\Delta K(t) &= f(L(t), L(t))
\end{align*}
\]

where \( L(t) \) is the total crack length estimation at GAG cycle \( t \) contaminated by non-Gaussian white noise \( \omega_1(t) \), \( \alpha(t) \) is an unknown time-varying model parameter to be estimated contaminated by another non-Gaussian white noise \( \omega_2(t) \), \( C \) and \( m \) are constants related to material properties, \( \Delta K(t) \) is the variation in crack tip stress due to the load profile and the current crack length, \( f \) is a nonlinear function to map the load profile and the crack length to stress, and \( \hat{h} \) estimates the crack length based on the value of feature, which is contaminated by non-Gaussian white noise \( \psi(t) \). As a result, two loops are running in parallel in this algorithm: An inner loop updates the crack length and the RUL PDF estimate using the feature data and the previous state PDF estimates, whereas an outer loop updates the nonlinear mapping \( \hat{h} \) every GAG cycle. This way, in long-term prediction, each particle generates a trajectory of the states. The statistical information of all these trajectories can be transferred into an RUL PDF at any given time instant. More details about this prognosis framework can be found in [8] and [13].
In this experiment, failure is defined when the crack reaches 6.21 in, i.e., the crack reaches the edge of the carrier plate. The ground truth data show that the crack reaches this value at the 714th GAG cycle. Therefore, the RUL PDF of the crack length at 6.21 in will be analyzed. In this section, results are shown to compare the algorithm performance when using the features derived in the previous section, before and after denoising. This will illustrate the efficiency of the proposed algorithm on the prediction of RUL in the helicopter testbed.

To evaluate the performance of the prognosis, statistics such as 95% confidence intervals (CIs) and RUL expectations are used. Since the gearbox operates based on GAG cycles, they are also given in units of “GAG cycle.” Statistics such as 95% CI provide the accuracy of prognosis and therefore should be a range that contains the ground truth value of the GAG cycle, which is the 714th GAG cycle. Moreover, a small 95% CI is more accurate than a large 95% CI. On the other hand, the RUL expectation gives the precision of prognosis, and a value close to the 714th GAG cycle is more precise than a value far from it. It is important to note that, in real applications, an RUL expectation lower than the actual expectation is preferred since it only makes a conservative decision to schedule maintenance earlier. However, a higher value of RUL expectation in the prediction might postpone the timely maintenance and involve the risk of operating beyond safety, resulting in damage or loss of vehicle.

**TABLE I**

<table>
<thead>
<tr>
<th>Torque</th>
<th>20%</th>
<th>40%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TSA</td>
<td>D.N.</td>
<td>TSA</td>
</tr>
<tr>
<td>CCR</td>
<td>0.943</td>
<td>0.975</td>
<td>0.979</td>
</tr>
<tr>
<td>CCS</td>
<td>0.950</td>
<td>0.982</td>
<td>0.986</td>
</tr>
<tr>
<td>PMD</td>
<td>2.06%</td>
<td>2.01%</td>
<td>2.57%</td>
</tr>
</tbody>
</table>

Fig. 6. SBR(12) before and after denoising. (a) SNR at 100% torque. (b) SBR(12) at 100% torque.
Fig. 7. Prognosis results from the 365th GAG cycle.

TABLE II
PERFORMANCE OF FAILURE PROGNOSIS

<table>
<thead>
<tr>
<th></th>
<th>Performance</th>
<th>Initial GAG cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>365</td>
</tr>
<tr>
<td>TSA</td>
<td>95% CI</td>
<td>[637 773]</td>
</tr>
<tr>
<td>CI Length</td>
<td>136</td>
<td>169</td>
</tr>
<tr>
<td>D.N</td>
<td>95% CI</td>
<td>[638 777]</td>
</tr>
<tr>
<td>CI Length</td>
<td>139</td>
<td>128</td>
</tr>
<tr>
<td>CI Improvement</td>
<td>-3</td>
<td>41</td>
</tr>
</tbody>
</table>

In this experiment, at each GAG cycle, the current estimate of the state PDF is used as an initial condition. The result at the 365th GAG cycle from the denoised case is also shown in Fig. 7. More scenarios are summarized in Table II, where the accuracy CI improvement is the CI length with the TSA feature minus the CI length with denoised feature. The precision improvement is given as the ground truth value of 714 minus the expectation. Therefore, a positive value close to zero is preferred.

At the 365th GAG cycle, the accuracy and precision of the two cases are very similar. At the 400th GAG cycle, both accuracy and precision have remarkable improvement. The CI length reduces 41 GAG cycles, which is about 125 min. As for the precision, the result based on the TSA feature gives an expectation of 747, which is beyond the 714th GAG cycle. If maintenance is scheduled based on this result, it will require the operation of the helicopter beyond its safety margin and risk the lives of the pilots. On the other hand, the results based on the denoised feature give a value very close to the 714th GAG cycle. At the 450th GAG cycle, the result is quite similar to the case at the 400th GAG cycle, except that the result of the denoised case is more conservative.

VI. CONCLUSION

The implementation of failure prognosis requires a high-quality feature to propagate the failure. Good features are often extracted from vibration signals, and noise might mask the signatures of the faults/failures. Therefore, preprocessing and denoising are important. This paper introduces the development of a new vibration signal blind deconvolution denoising scheme in synergy with feature extraction, failure prognosis, and vibration modeling to improve the SNR, the quality of the features, and the accuracy and precision of the failure prognostic algorithms. The proposed scheme is applied to the failure prognosis of a helicopter gearbox testbed for verification purposes.
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