
T

A

i
s
c
b

K
c

1

m
e
l
t
t
e
c
l
r
c
d
e

a
p
a

ISA Transactions®
Volume 45, Number 3, July 2006, pages 435–445

0

racking control of cascade systems based on passivity: The non-
adaptive and adaptive cases

Juan C. Travieso-Torres, Manuel A. Duarte-Mermoud,* Jorge L. Estrada
Department of Electrical Engineering, University of Chile, Av. Tupper 2007, Casilla 412-3, Santiago, Chile

�Received 19 April 2005; accepted 11 December 2005�

bstract

A new cascade passivity-based control scheme for tracking purposes is proposed in this paper. The proposed scheme
s valid for a certain class of nonlinear systems even with unstable zero dynamic, and it is also useful for regulation and
tabilization purposes. The cases where all system parameters are assumed to be known �nonadaptive case� and also the
ase when they are unknown �adaptive case� are considered. Some simulation examples are studied to analyze the
ehavior of the proposed scheme. © 2006 ISA—The Instrumentation, Systems, and Automation Society.
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. Introduction

Passivity-based control �PBC� is an important
ethodology for feedback stabilization of nonlin-

ar systems �1� that has been widely studied in the
ast three decades �2–5�. The main advantage of
he PBC over other nonlinear control techniques is
hat the control is designed taking into account the
nergy of the system and then variables have a
lear physical meaning. Besides, this technique is
ess complex than backstepping control algo-
ithms, which require several steps to design the
ontroller, or linearization techniques where the
iffeomorphism is difficult to define and knowl-
dge of the plant parameters is involved.
A synthesis of concepts and conditions for non-

daptive PBC are presented in �5�, where the pro-
osed scheme is valid for stabilization purposes,
nd assumes all system parameters to be known.

*Author to whom all correspondence should be ad-
edressed. E-mail address: mduartem@cec.uchile.cl

019-0578/2006/$ - see front matter © 2006 ISA—The Instrumentat
ater, adaptive PBC was proposed in �6–9�. The
echniques proposed there are also applicable for
tabilization but assume all system parameters to
e unknown.
Based on the equivalence between model refer-

nce adaptive control �MRAC� �10� and adaptive
BC established in �11�, a generalized PBC
cheme for tracking purposes was proposed very
ecently in �12�.

In the context of cascade systems, work has
een done in order to determine the passivity
roperties for stabilization of cascade nonlinear
ystem �13� for the case when the plant parameters
re known. Recently, an L� approach has been
roposed in �14� for bounded robust control of
onlinear cascade systems with disturbances.
The results presented in this paper are based on

he previous work presented in �5–9� and it con-
iders a certain class of nonlinear system in cas-
ade, with a known structure and known state
ariables. The results obtained constitute a new
ontrol scheme for tracking purposes that consid-

rs the nonadaptive case, where all the system pa-

ion, Systems, and Automation Society.
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ameters are assumed to be known, but also con-
iders the adaptive case to study the case when all
ystem parameters are unknown. The methodol-
gy is applicable to systems with unstable zero
ynamics, so that the assumption that the system
s locally nonminimum phase is not needed.

Compared with the conventional PID industrial
ontroller designed for regulation purposes, used
or instance in CA and CC electrical motor drives
o control speed and torque, the adaptive PBC
cheme proposed here uses a simple proportional
ontroller. Therefore, a much simpler tuning and a
ore robust and better behavior for tracking appli-

ations is expected with this scheme if used in-
tead of a PID controller.
The paper is organized as follows. The concepts

f nonadaptive and adaptive PBC for stabilization
f nonlinear systems are briefly addressed in Sec-
ion 2. In Section 3, a general cascade PBC
cheme for the nonadaptive and adaptive cases is
roposed. Two examples are studied by simulation
nd the results are presented in Section 5. Finally,
n Section 5, some conclusions are drawn.

. PBC related concepts

Let us consider a nonlinear system of the form

ẋ�t� = f�x� + g�x�u�t� ,

y�t� = h�x� �2.1�

ith state space X=Rn, a set of input values U
Rm, and a set of output values Y =Rm. The set U
f admissible inputs consists of all piecewise con-
inuous functions R→U=Rm. Besides, f �Rn, the

columns of g�Rn�m and h�Rm are smooth
ector fields �i.e., f ,g ,h�C��. It is supposed that
he vector field f has at least one equilibrium
oint, and without loss of generality, after possibly

coordinates shift, it is possible to write that
f�0�=0 and h�0�=0.

Next, for completeness we recall some defini-
ions and concepts from �5�, for the particular case
f systems of the form �2.1�.
Definition 2.1 [5]: For the system �2.1�, if the
atrix Lgh�x�= ��h�x� /�x�g�x� is nonsingular in a

eighborhood of x=0, then system �2.1� has a so-
alled relative degree {1, 1, 1,¼.,1} at x=0. �
It is shown in �5� that if system �2.1� has relative

egree �1,1,¼,1� at x=0 and the distribution
panned by vector fields g1�x� , . . . ,gm�x� is invo-

utive �15�, then it is possible to find new set of t
ocal coordinates z�x��Rn−m, m�n, defined
round x=0 and vanishing at x=0, under which
his system, together with the m components of
he output map y=h�x�, can be represented in the
ormal form as follows:

ẏ�t� = a�A,y,z� + b�B,y,z�u�t� ,

ż�t� = c�y,z� , �2.2�

here a�A ,y ,z��Rm, b�B ,y ,z��Rm�m, c�y ,z�
Rn−m, and b�B ,y ,z� is invertible for all �y ,z�

round �0,0�. A, B, and C are a symbolic represen-
ation of the system parameters.

The zero dynamics of the system �2.2�, denoted
s c�0,z�= f0�C ,z��Rn−m, is defined �5� as those
nternal dynamics which are consistent with the
xternal constraint y=0. Thus, the system �2.2�
an be represented as

ẏ�t� = a�A,y,z� + b�B,y,z�u�t� ,

ż�t� = f0�C,z� + p�D,y,z�y�t� , �2.3�

here p�D ,y ,z��R�n−m��m is a smooth function.
ote that c�y ,z�= f0�C ,z�+ p�D ,y ,z�y�Rn−m.
A system whose zero dynamics are asymptoti-

ally stable is called minimum phase system.
Definition 2.2 [5]: Let us assume that Lgh�0� is

onsingular. The system �2.1� is said to be locally
eakly minimum phase if there exists a positive
efinite Cr function W0�z�, locally defined near 0,
ith r�2 and W0�0�=0, satisfying

Lf0�z�W0�z� =
�W0�x�

�z
f0�z� � 0 �2.4�

or all z in the neighborhood of z�t�=0. �
Definition 2.3 [5]: A system of the form �2.1� is

aid to be Cr-passive if there exists a Cr non-
egative function V :Rn→R, called storage func-
ion, with V�0�=0, such that for all u�U, for all
�0�=x0�X and t�0, it is satisfied,

V„x�t�… − V�x0� � �
0

t

yT�s�u�s�ds . �2.5�

is a continuous storage function with continuous
-order derivatives �V�Cr�. Condition �2.5� can

lso be expressed as V̇�y�t�Tu�t�. �
The system is said to be lossless for the case

hen V̇=y�t�Tu�t�.
Passivity is a property that some physical sys-
ems possess and it is related to the input-output
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tability concept. A dynamical system is passive if
he amount of energy stored by the system is
esser than the energy supplied to the system, i.e.,
he system internally does not generate energy but
t dissipates some energy. Typical examples of
ractical passive systems are electrical circuits
ith passive elements �resistances, inductances,

nd capacitors� �15�, an induction motor �16�, etc.
Definition 2.4 [5]: A system of the form �2.1� is

ocally zero-state detectable if there exists a neigh-
orhood N of 0 such that for all x0�N we have

h„��t,x0,0�… = 0 for all t � 0 Þ lim
t→�

��t,x0,0�

= 0, �2.6�

here ��t ,x0 ,0� denotes the state response at
ime t for zero input u, starting at the initial state
o at t=0. If N=X, then the system is said to be
ero-state detectable. �
Definition 2.5 [5]: The system �2.1� is said to be

ocally equivalent via feedback to a Cr-passive
ystem if there exists a state feedback u�t� such
hat the resulting closed-loop system is passive
ith a Cr-storage function V. �
The conditions under which a system is locally

quivalent via feedback to a passive system are
iven in �5�. They are relative degree �1,1,1,¼,1�
nd locally weakly minimum phase.
Theorem 2.1 [5]: Let us consider a passive sys-

em of the form �2.1� with a Cr �r�1� storage
unction V, which is positive definite. Suppose the
ystem is locally zero-state detectable. Then the
ontrol law

u�t� = − Ky�t� , �2.7�

ith K�Rm�m a positive definite matrix, asymp-
otically stabilizes the system around the equilib-
ium point x=0. Moreover, if V is proper, then the
ontrol law �2.7� globally asymptotically stabilizes
he equilibrium x=0. �

For a system of the form �2.2�, being locally
eakly minimum phase, the PBC proposed in �5�

or stabilization purposes is shown in Fig. 1. This
cheme is discussed in detail in Section 2.1.
This control scheme considers the application of
feedback to the system in order to obtain a pas-

ive equivalent system between the new input
p�t� and the output y�t�, and then uses the results
f Theorem 2.1, which uses a simple proportional
ontroller. In this paper, to simplify the exposition,

proportional controller will be used throughout f
ll the developments. However, a more complex
ontroller of the form up�t�=−��y�, with �T�y�y

0 and ��0�=0 �similar to that used in �5��, can
lso be used and all the results presented here are
till valid.
This type of strategy, in which a nonpassive sys-

em �or even a passive system but with some un-
esired characteristics� is made passive by a feed-
ack, is quite common and has been used in many
ypes of practical systems such as position control
f levitation systems �17,18� and speed and torque
ontrol of induction motors �19�. Another example
here this kind of technique can be successfully
sed is in the control of a tank-truck half full of
iquid. When the truck enters in a highway curve
t high speed, we will have an undesired out of
ontrol behavior because of the liquid wave inside
he tank, which is considered an active load. In
rder to control the tank vertical position, the sys-
em can be first turned passive via a state feedback
nd the controlled.

.1. Non-adaptive and adaptive passivity
eedback

We will first assume that all plant parameters are
nown.
Definition 2.6 [5]: The system �2.2� is said to be
r-passive equivalent via feedback to a lossless

ystem if there exists a state feedback of the form

u�t� = b�B,y,z�−1�T	�t� ,

�T = �− Im Im�, 	�t� = �aT�A,y,z� upT�t��T,

�2.8�

here a�A ,y ,z��Rm and b�B ,y ,z��Rm�m are
mooth functions defined either locally near x=0
r globally and b�B ,y ,z� is invertible for all

y�t� ,z�t�, such that for the closed-loop system the

Fig. 1. PBC scheme for stabilization.
ollowing is satisfied:
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V̇�y� = ��V�y�
�y

	T

�a�A,y,z� + b�B,y,z�b�B,y,z�−1

��− a�A,y,z� + up�t��� = y�t�Tup�t� , �2.9�

here V is a Cr-storage function and up�t��Rm is
he new control input. �

Adaptive feedback passivity can be studied for a
lass of nonlinear system of the form �2.2� with
inear explicit parametric dependence of the form

ẏ�t� = Aa��y,z� + Bb��y,z�u�t� ,

ż�t� = c�y,z� , �2.10�

here a��y ,z��Rm, A�Rm�m, b��y ,z��Rm�m,
�Rm�m diagonal, c�y ,z��Rn−m, and b��y ,z�

s invertible for all �y ,z� around �0,0� �6,7�. For
he system �2.10�, we use the following adaptive
assivity control law.
Definition 2.7 [6,7]: The system �2.10� is said to

e Cr—passive equivalent via feedback to a loss-
ess system, if there exists a state feedback of the
orm

u�t� = b��y,z�−1��t�T	�t� ,

�T�t� = ��1�t� �2�t�� � Rm�2m,

	�t� = �a�T�y,z� upT�t��T � R2m �2.11�

ith

�̇�t�T = − sgn�B�y�t�	�t�T, �2.12�

here �1�t��Rm�m and �2�t��Rm�m are adap-
ive parameters updated according to �2.12�.

For notation purposes, given a matrix M we will
enote sgn�M� as a matrix containing the sign of
ach element mij of matrix M.
b��y ,z� is assumed to be invertible for all x,

uch that for the closed-loop system the following
s satisfied:

V̇ = ��V�y�
�y

	T

�Aa��y,z�

+ Bb��y,z�b��y,z�−1��1�t�a��y,z�

+ �2�t�up�t��� = y�t�Tup�t� , �2.13�

here V is a Cr-storage function and up�t��Rm is
he new control input. �

The system made equivalent via the feedback
ccording to Definition 2.7 is zero-state detectable

ccording to Definition 2.3. Then, the control law t
iven in �2.6� globally asymptotically stabilizes
he system around the equilibrium point x=0.

. Cascade PBC for tracking purposes

In this section a PBC scheme for cascade sys-
ems, which is valid for tracking control purposes,
s shown. The scheme is shown in Fig. 2 and it is
lso valid for regulation and stabilization pur-
oses. The general cascade PBC scheme is valid
or nonadaptive and adaptive passivity feedback
nd will be discussed in Sections 3.1 and 3.2, re-
pectively.
In the case of the tank truck mentioned in Sec-

ion 2, the implementation of a speed controller
ould be designed for regulation purposes. The de-
ign of a route controller could also be used for
racking purposes.

The following assumptions are first introduced
n the system to be considered.
Assumption 1: Let us assume that system �2.1�

as relative degree {1, 1, 1,¼.,1} at x=0, accord-
ng to Definition 2.1.

Assumption 2: Let us assume that the distribu-
ion spanned by vector fields g1�x� , ¯ ,gm�x� of
ystem �2.1� is involutive �15�.
Assumption 3: Let us assume that the inner loop

from up�t� to z̃�t�� in the scheme of Fig. 2 is faster
two or three times faster at least� than the outer
oop �from zp�t� to z̃�t��.

.1. Nonadaptive cascade PBC

In this section we will present a PBC scheme for

Fig. 2. General cascade PBC scheme.
racking purposes to control a cascade system of
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he form �2.3�. It is important to note that we are
ot imposing that the system �2.3� be of minimum
hase �that is to say that the zero dynamics ż�t�
f0�C ,z� be asymptotically stable�.
Theorem 3.1: Let us consider the system �2.3�

nder the Assumptions 1 to 3. Let us also assume
hat p�D ,y ,z��Rmxm is an invertible matrix for
ll �y ,z� around �0,0�. If we choose the following
eedback:

u�t� = b�B,y,z�−1�y
T	y�t�

ith

�y
T = �− Im Im� � Rm�2m,

	y�t� = �aT�A,y,z� �upT�t� + ẏ*T�t���T � R2m

�3.1�

nd

y*�t� = p�D,y,z�−1�z
T	z�t�

ith

�z
T = �− Im Im� � Rm�2m,

	z�t� = �f0
T�C,z� �zpT�t� + ż*T�t���T � R2m,

�3.2�

here z*�t� is any smooth desired trajectory, and

p�t� = − Kyỹ�t�,with Ky

� Rm�m a positive definite matrix, �3.3�

p�t� = − Kzz̃�t�,with Kz

� Rm�n a positive definite matrix, �3.4�

hen the overall system is globally asymptotically
table around zero. That is to say limt→�ỹ�t�
limt→��y�t�−y*�t��=0 and limt→�z̃�t�
limt→��z�t�−z*�t��=0. �
Proof 3.1: After applying Eqs. �3.1� and �3.3� to

he system �2.3�, the following system is obtained:

ẏ̃�t� = − Kyỹ�t� ,

ż�t� = f0�C,z� + p�D,y,z�y�t� ,

hich guarantees that y�t�→y*�t� even if y* is a
ime varying signal. Then y�t� can track the trajec-
ory defined by �3.2�. Since the inner loop is faster
han the outer loop, and after applying the control-

er defined by �3.2� and �3.4�, we can write w
ẏ̃�t� = − Kyỹ�t� ,

ż̃�t� = − Kzz̃�t� . �3.5�

quation �3.5� has associated positive definite
torage functions Vy = 1

2 ỹT�t�ỹ�t� and Vz
1
2 z̃T�t�z̃�t�, with Vy�0�=0 and Vz�0�=0, such that

V̇y = ỹT�t�ẏ̃�t� = − ỹT�t�Kyỹ�t� ,

V̇z = z̃T�t�ż̃�t� = − z̃T�t�Kzz̃�t� .

ntegrating both sides of the previous equations,
e obtain

�
0

�

V̇ydt = − �
0

�

ỹT�t�Kyỹ�t�dt ,

�
0

�

V̇zdt = − �
0

�

z̃T�t�Kzz̃�t�dt ,

hich can be written as

�Vy��� − Vy�0�� = − �
0

�

ỹT�t�Kyỹ�t�dt ,

�Vz��� − Vz�0�� = − �
0

�

z̃T�t�Kzz̃�t�dt . �3.6�

ince Vy ,Vz are positive definite with negative

efinite derivatives V̇y , V̇z, the left-hand sides of
3.6� are finite, therefore ỹ�t�� l2, z̃�t�� l2. From

ystem equations �2.3� we conclude that ẏ̃�t�� l�

nd ż̃�t�� l�. Using the Barbalat Lemma �10� we

ave that since ỹ�t�� l2 , z̃�t�� l2 and ẏ̃�t�
l� , ż̃�t�� l� , then lim

t→�

ỹ�t�=0 and lim
t→�

z̃�t�=0.

�
Remark 3.1: Notice that after applying passivity

eedbacks �3.1� and �3.2� to system �2.3� and con-
idering y�t�=y*�t� as the input to z�t� equation
since the inner loop is faster than the outer loop�,
e obtain

ẏ̃�t� = up�t� ,

ż̃�t� = zp�t� ,
hich is a passive equivalent system.
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.2. Adaptive cascade PBC

We will now consider the case when the plant
arameters of system �2.3� are unknown. We will
onsider the class of systems for which we assume
hat there exists a linear explicit parametric depen-
ence of the form

ẏ�t� = Aa��y,z� + Bb��y,z�u�t� ,

ż�t� = Cf0��z� + Dp��y,z�y�t� , �3.7�

here a� �y ,z�Rm, A�Rm�m, b� �y ,z��Rm�m,
�Rm�m, f0��z��Rn−m, C�R�n−m���n−m�,

� �y ,z��R�n−m���n−m�, D�R�n−m���n−m�. It is
ssumed that p� �y ,z��R�n−m���n−m� is an invert-
ble matrix.

In what follows, to simplify the developments, it
ill be assumed that matrices B and D are diago-
al. When B and D are positive definite matrices
r more than that, they are just general matrices
nd can be studied using the same ideas presented
n �6,7�. So in this paper only the case of diagonal
atrices will be considered.
Again it is important to note that it is not as-

umed that the system �2.3� is of minimum phase.
e can now state a similar theorem to Theorem

.1 but for the adaptive case.
Theorem 3.2: Let us consider the system of the

orm �3.7� under Assumptions 1 to 3, with p��y ,z�
n invertible matrix for all �y ,z� around �0,0�. If
e choose the following feedback

u�t� = b��y,z�−1�y�t�T	y�t�

ith

�y
T�t� = ��y1�t� �y2�t�� � Rm�2m,

	y�t� = �a�T�y,z� �upT�t� + ẏ*T�t���T � R2m

�3.8�

nd

y*�t� = p��y,z�−1�z�t�T	z�t�

ith

�z
T�t� = ��z1�t� �z2�t�� � Rn−m�2�n−m�,

	z�t� = �f0�
T�z� �zpT�t� + ż*T�t���T � R2�n−m�

�3.9�

ith adaptive laws defined as

˙ T ˜ T
�y�t� = − sgn�B�y�t�	y�t� , �3.10� V
�̇z�t�T = − sgn�D�z̃�t�	z�t�T, �3.11�

nd

p�t� = − Kyỹ�t�,with Ky

� Rm�m a positive definite matrix,

�3.12�

p�t� = − Kzz̃�t�,with Kz

� Rm�m a positive definite matrix,

�3.13�

hen the overall adaptive system is globally uni-
ormly bounded and limt→�ỹ�t�=limt→��y�t�
y*�t��=0 and limt→�z̃�t�=limt→��z�t�−z*�t��
0. �
Proof 3.2. After applying Eqs. �3.8�, �3.10�, and

3.11�, to the system �3.7�, the following system is
btained:

ẏ̃�t� = − Kyỹ�t� + 
y�t�T	y ,

ż�t� = Cf0��z� + Dp��y,z�y�t� ,

here 
y�t�=�y�t�−�y
*�Rm�2m, and �y

*

�−B−1A B−1�T�Rm�2m are the ideal parameters
f the passivator. This guarantees that y�t�

y*�t� even if y�t�* is a time varying signal. Then
y�t� can track the trajectory defined by �3.9� and
3.11�. Finally, after applying the outer controller
efined by �3.9�, �3.11�, and �3.13� and consider-
ng that the inner loop is faster than the outer loop,
e can write

ẏ̃�t� = − Kyỹ�t� + B
y�t�T	y ,

ż̃�t� = − Kzz̃�t� + D
z�t�T	z, �3.14�

here 
z�t�=�z�t�−�z
*�Rn−m�2�n−m�, and �y

*

�−D−1C D−1�T�Rn−m�2�n−m� are the ideal pa-
ameters of the passivator.

For notation purposes, given a matrix M we will
enote abs�M� as a matrix containing the absolute
alue of each element mij of matrix M.
Eq. �3.14� has associated positive definite

torage functions Vy = 1
2 ỹT�t�ỹ�t�

1
2 tr�abs�BT�
y

T�t�
y�t�� and Vz= 1
2 z̃T�t�z̃�t�

1
2 tr�abs�DT�
z

T�t�
z�t��, with Vy�0�=0 and

z�0�=0, such that
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V̇y�y� = ỹ�t�Tẏ̃�t� + tr�abs�BT�
̇y
T�t�
y�t�� ,

V̇z�z� = z̃�t�Tż̃�t� + tr�abs�DT�
̇z
T�t�
z�t�� .

�3.15�

ubstituting �3.14� in �3.15�, considering the vec-
or property aTb=bTa=tr�baT�=tr�abT� and re-
rouping terms, we have

V̇y�y� = − ỹ�t�TKyỹ�t� + tr�BTỹ�t�	y
T
y�t�

+ abs�BT�
̇y
T�t�
y�t�� ,

V̇z�z� = − z̃�t�TKzz̃�t� + tr�DTz̃�t�	z
T
z�t�

+ abs�DT�
̇z
T�t�
z�t�� .

onsidering 
̇y
T�t�= �̇y

T�t�, 
̇z
T�t�= �̇z

T�t�, substitut-
ng the adaptive laws defined by Eqs. �3.10� and

3.11� but reexpressing them as �̇y�t�T

−sgn�B�ỹ�t�	y�t�T and �̇z�t�T=
sgn�D�z̃�t�	z�t�T, respectively, and knowing that
T=B=abs�B�sgn�B� and
T=D=abs�D�sgn�D�, we finally obtain

V̇y = − ỹT�t�Kyỹ�t� ,

V̇z = − z̃T�t�Kzz̃�t� .

ntegrating both sides of the previous equations,
e get

�
0

�

V̇ydt = − �
0

�

ỹT�t�Kyỹ�t�dt ,

�
0

�

V̇zdt = − �
0

�

z̃T�t�Kzz̃�t�dt ,

hich can be expressed as

�Vy��� − Vy�0�� = − �
0

�

ỹT�t�Kyỹ�t�dt ,

�Vz��� − Vz�0�� = − �
0

�

z̃T�t�Kzz̃�t�dt .

�3.16�

ince Vy ,Vz are positive definite and its deriva-

ives V̇y , V̇z are negative definite, the left-hand
ides of �3.16� are finite, therefore ỹ�t�� l2, z̃�t�

2
l . From the system Eqs. �3.6� we can conclude =
hat ẏ̃�t�� l�, ż̃�t�� l�. Using the Barbalat Lemma

10�, ỹ�t�� l2, z̃�t�� l2 and ẏ̃�t�� l�, ż̃�t�
l�Þ limt→�ỹ�t�=0, limt→�z̃�t�=0. �
Remark 3.2: Notice that after applying the pas-

ivity feedbacks �3.8� and �3.9� to system �3.7�,
nd considering y�t�=y*�t� as the input to equa-
ion z�t� �since the inner loop is faster than the
uter loop�, it is obtained

ẏ̃�t� = up�t� + 
y
T�t�	y�t� ,

ż̃�t� = zp�t� + 
z
T�t�	z�t� ,

hich is a passive equivalent system.

. Simulation Results

In this section we simulate the proposed control
ethodology considering the case when the plant

arameters are known and then we also study the
daptive case.
Two different reference signals for z*�t� will be

sed in the simulations, as shown in Fig. 3. The
rst reference is used to study the behavior of the
ystem under tracking and the second one is for
egulation purposes.

.1. Example 4.1: The nonadaptive case

Let us control a system of the form �2.1� with

f�x� = 
− 3x1
2 − x2

x1 − 5x2
3 �, g�x� = 
1

0
�, h�x� = x1,

�4.1�

here x�t�= �x1 x2�T�R2 and y�t�, u�t��R are
calars. Here we have n=2m=2.
Now we will check the Assumptions 1 and 2 for

ystem �4.1�. This system has zero equilibrium
oint �0,0�, relative degree Lgh�x�

ig. 3. Reference signals considered in the simulations.
a� Sine wave of amplitude 1 and frequency 0.03 rad/s.
b� Step of amplitude 0.1 at t=100.
��h�x� /�x�g�x�=1�0, and the distribution
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panned by g�x�= �1 0�T is involutive. The system
an then be represented in the form �2.3� by con-
idering

y�t� = x1�t�, z�t� = x2�t� ,

a�y,z� = − �3y2 + z�, b�y,z� = 1,

f0�z� = − 5z3, p�y,z� = 1. �4.2�

t can be easily checked that system �4.2� is
eekly minimum phase according to Definition
.2. Also, it has associated a positive storage func-
ion W0= 1

2z2 with W0�0�=0, such that
c�0,z�W0�z�= ��W0�x� /�z�c�0,z�=−5z4�0.
Let us first study the natural behavior of the sys-

em of Example 4.1. The unforced response of
4.2� with y�0�=0.5, z�0�=−0.5 is shown in Fig.
.
It can be seen that the system exhibits oscilla-

ions and a stable z�t� state, so it is verified that the
ystem is weekly minimum phase.
We now consider the nonadaptive cascade PBC

cheme presented in Section 3.1, defined by the
ontrol law of the form �3.1�–�3.4� with

	y�t� = �− �3y2 + z� �up�t� + ẏ*�t���T � R2,

	z�t� = �− 5z3 �zp�t� + ż*�t���T � R2, �4.3�

hich applied to system �4.2� will guarantee that
�t�→y*�t� and z�t�→z*�t� asymptotically, re-
ardless of the initial conditions. The control
cheme for this example is shown in Fig. 5.
Fig. 6 shows the behavior of the controlled sys-

em of Example 4.1, with Ky =−40, Kz=−1 and
hen a sinusoidal reference signal of form shown

n Fig. 3�a� is applied for z*�t�.
From Figs. 6�e� and 6�f� it can be seen that

�t�→0 and z̃�t�→0. A similar result is shown in
ig. 7 but when a step reference signal at t=100 is
pplied for z*�t�. �See Fig. 3�b��.
It is important to notice in Fig. 7 that when ap-

Fig. 4. Natural behavior of the system of Example 4.1.
lying a step reference, its derivative tends to in- a
nite at t=100. So for this case a practical solu-
ion shall be applied, as, for example, the use of
aturation blocks.

.2. Example 4.2. The adaptive case

Let us control the system of Example 4.1 but
ssuming now that the plant parameters are un-
nown. The system can be expressed in the form
f �3.7�, where for this particular example we have

y�t� = x1, z�t� = x2,

Aa��y,z� = �− 3 − 1�
y2

z
� ,

ig. 5. Control scheme for Example 4.1. Nonadaptive case.

ig. 6. Simulation results for the control scheme of Ex-

mple 4.1. Tracking control.
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Bb��y,z� = 1, Cc��z� = �− 5�z3, p��y,z� = 1.

�4.4�

ince the parameters A, B, C, and D are assumed
o be unknown, we will use the adaptive cascade
BC scheme discussed in Section 3.2. After apply-

ng to the system �4.4� a control law of the form
3.8�, �3.9�, �3.12�, and �3.13� with

	y�t� = �y2 z�up�t� + ẏ�t�*��T � R2,

	z�t� = �z3 �zp�t� + ż�t�*��T � R2 �4.5�

nd the adaptive laws defined in �3.10� and �3.11�
t is guaranteed that the state will follow the de-
ired trajectories defined by z*�t� and y*�t�. The
ontrol scheme is shown in Fig. 8.

ig. 7. Simulation result for the control scheme of Example
.1. Regulation control.
Fig. 8. Control scheme for Example 4.2. Adaptive case. c
Fig. 9 shows the simulation results when a sinu-
oidal reference signal of the form shown in Fig.
�a� is applied to z*�t�, and the feedback gains are
y =−40, Kz=−1.
Similar to the nonadaptive case, the tracking er-

ors go to zero asymptotically, as can be seen from
igs. 9�e� and 9�f�. In Fig. 10, we can see the
volution of the controller parameters.
Similar results can be found in Figs. 11 and 12

ut for the case when a step reference signal is
sed for z*�t�. Again it can be observed that the
racking errors go to zero asymptotically.

The simulation example used in this section has
o direct industrial counterpart, and it was chosen
ecause it contains severe nonlinearities �quadratic
nd cubic type�. The idea was to show that the
roposed control system behaves well even in this
dverse case. In other industrial cases with mild
onlinearities �like the model of an induction mo-
or where we have products between state vari-
bles�, we expect a good behavior as well.

. Conclusions

A new PBC scheme for cascade nonlinear sys-
ems, applicable for tracking, regulation, and sta-

ig. 9. Simulation result for the control scheme of Example
.2. Tracking control.

ig. 10. Controller parameters of Example 4.2. Tracking

ontrol.
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ilization, has been proposed in this paper. It can
e applied to the control of cascade systems that
re not necessarily weakly minimum phase. The
ethodology can be applied for the case when all

ystem parameters are assumed to be known �non-
daptive case�, and also, with introduction of ap-
ropriate adaptive laws, it can be used in the adap-
ive case, provided the plant can be parametrized
n such a fashion that the unknown parameters en-
er linearly in the equations. Although in the latter
he development presented in the paper was done
nly for the case when the matrices B and D are
iagonal, the extension to the case when those ma-
rices are positive definite or even just general ma-
rices can be performed using the same ideas given
n �6,7�.

The simulation examples given for the nonadap-
ive and adaptive case in Section 4 reveal that the
ehavior of the proposed control scheme is in
omplete agreement with the theoretical results
resented in Section 3.
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