Bifurcations of emerging patterns in the presence of additive noise
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A universal description of the effects of additive noise on super- and subcritical spatial bifurcations in one-dimensional systems is theoretically, numerically, and experimentally studied. The probability density of the critical spatial mode amplitude is derived. From this generalized Rayleigh distribution we predict the shape of noisy bifurcations by means of the most probable value of the critical mode amplitude. Comparisons with numerical simulations are in quite good agreement for cubic or quintic amplitude equations accounting for stochastic supercritical bifurcation and for cubic-quintic amplitude equation accounting for stochastic subcritical bifurcation. Experimental results obtained in a one-dimensional Kerr-like slice subjected to optical feedback confirm the analytical expression prediction for the supercritical bifurcation shape.
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I. INTRODUCTION

Most of the common transitions observed in nature correspond to a breaking of symmetries. In spatially extended systems, when an ordered pattern emerges from an initially homogeneous state [1], they are called morphogenesis. They occur when a control parameter, such as an external condition or a manageable input, is modified. Such transitions between two macroscopic states phenomenologically correspond to phase transitions in the sense of Landau [2]. On the basis of phase diagrams, bifurcation representations have been used as a conceptual tool to characterize the change of behavior of systems as a function of a control parameter [1]. This universal tool comes from order-parameter equations that describe the dynamics of the critical mode amplitude in the vicinity of the bifurcation [3]. It has been largely used to study pattern formation arising in deterministic systems, such as chemical [4] or catalytic reaction systems [5], gas discharge systems [6], CO2 lasers [7], and liquid crystals [8,9], or emerging from hydrodynamic [10] or electroconvective instabilities (see Refs. [11–15] and references therein), to mention a few. The bifurcation diagrams are extremely relevant for characterizing the instabilities in a simple manner. In particular, bifurcation points are significant until no noise is present in the system under study. On the other hand, in the presence of noise, the bifurcation shapes are modified. Bifurcation points become meaningless and no analytical expression of the mean value of the amplitude as function of noise intensity level of the stochastic equation is obtained directly so the shape of the bifurcation and its characteristics cannot be predicted. Hence, below and above bifurcation point regimes can no longer be treated separately. The bifurcation diagrams then no longer can be used to classify and identify the classes of

normals of stochastic systems. In the case of nonextended systems, the influence of noise on bifurcations has been studied using both Fokker-Planck and functional integral methods (see the review in Ref. [19] and references therein). More precisely, it has been shown that the stationary probability, Lyapunov exponents, correlation functions, and exit times close to the deterministic bifurcation point vary according to the control parameter and noise intensity level. In the past few decades much effort has focused on understanding the influence of noise on extended systems (see the review in Ref. [19] and references within).

In this article, we give analytical expressions of stochastic super- and subcritical bifurcations obtained when additive noise is present in one-dimensional spatial systems. From these universal expressions, the shapes of the bifurcations, their locations, and their evolutions with the noise intensity level are completely defined. Thus, these expressions still allow the use of bifurcation diagrams to study and characterize classes of stochastic amplitude equations. Namely a cubic and a quintic amplitude equations accounting for stochastic supercritical bifurcation and a cubic-quintic amplitude equation accounting for stochastic subcritical bifurcation are studied. Our predictions are compared with experimental works when they exist, i.e., for the supercritical cases. In these cases, the agreement is excellent.

Our approach follows one of our previous works on stochastic supercritical bifurcation corresponding to a cubic amplitude equation [20]. We extend this first study to subcritical ones and to quintic supercritical ones. More precisely, we provide evidence regarding how the presence of noise drastically changes the shapes of both super- and subcritical deterministic bifurcation diagrams. In each case, the stationary probability distribution for the spatial critical mode is obtained. Then, we deduce, from these distributions, the evolutions of the most probable value of the pattern amplitude from below to above the threshold. Thus, the shapes of the bifurcations, their locations, and their evolutions with the noise intensity level, in the vicinity of the critical point, are completely defined as
well as the analytical expressions for the bistability region and Maxwell point in the subcritical case. Features are studied and lead to, for instance, the proposition of a criterion for the determination of the state phase change point in the supercritical case or the evidence of total elimination of the hysteresis cycle by sufficient additive noise level in the subcritical case. Hysteresis cycle suppression by noise has been suggested theoretically in different models of subcritical bifurcations in extended systems [19,21] and observed experimentally in electronic circuits and surface waves generated by vertically vibrating a layer of fluid [22]. Numerical simulations are carried out for prototype models of pattern formation based on stochastic super- and subcritical Swift-Hohenberg equations, which show quite good agreement with our theoretical predictions.

The paper is organized as follows. In Sec. II, we present several examples of numerical observations of the effects of additive noise on spatial bifurcations. In Sec. III, we give the amplitude equations of two stochastic supercritical bifurcations (one corresponding to a cubic equation and one associated to a quintic equation) and of a stochastic sub-critical bifurcation (cubic-quintic amplitude equation). Sections IV to VI are devoted to the derivation of analytical expression of the most probable amplitude fully describing the stochastic bifurcations of the previously mentioned amplitude equations.

II. EVIDENCE OF NOISE EFFECTS ON BIFURCATIONS

Let us consider a one-dimensional extended system that exhibits a spatial bifurcation, either supercritical or subcritical, described by

$$\partial_t \vec{u} = \vec{f}(\vec{u}, \partial_x, \{\lambda\}) + \sqrt{\eta} \vec{\zeta}(x,t),$$

where \(\vec{u}(x,t)\) is a field that accounts for the system under study, \(\vec{f}\) is the vector field, \(\{\lambda\}\) a set of parameters that characterize the system under study, \(\eta\) is the noise intensity that satisfies for equilibrium system to be proportional to, e.g., the temperature, and \(\vec{\zeta}(x,t)\) is a white Gaussian noise with zero mean value and correlation

$$\langle \zeta^i(x,t) \zeta^j(x',t') \rangle = C^{ij}(t-t')\delta(x-x'),$$

where \(C^{ij}\) is the correlation matrix which is symmetric and semidefinite positive. For \(\eta = 0\) the above model is usually denominated deterministic system. Assuming that the above system has a stable homogeneous uniform state \(\vec{u}_o\), that is, \(\vec{f}(\vec{u}_o, \partial_x, \{\lambda\}) = 0\), and the set of eigenvalues associated to linear operator around \(\vec{u}_o\) has negative real part. For a critical value of the parameters \(\{\lambda\}\), it exhibits a linear stationary spatial instability as a perturbation of the deterministic system,

$$\vec{u}(x,t) = \vec{u}_o + e^{\sigma(k) t + i k x} \vec{u}_d,$$

where \(\sigma(k)\) is the linear growth rate and \(\vec{u}_d\) an arbitrary constant vector. The linear theory tells that, if \(\sigma(k) < 0\), then the perturbation of the uniform state \(\vec{u}_o\) decreases and disappears. The growth rate at the spatial bifurcation has a global maximum for the non-null wave number at critical \(k = k_c\), as depicted in Fig. 1. Above (below) the bifurcation point and close to the critical wave number, the growth rate curve is larger (smaller) than the critical growth rate at the bifurcation transition (cf. Fig. 1). Hence, below the spatial bifurcation when noise is considered, all spatial modes are excited and the slowest mode rules the dynamics. The dynamical behavior of the system is characterized by noise-supported patterns (cf. Fig. 2). This phenomenon is well known as a pattern precursor [23]. Figure 2 shows the typical precursor observed below the spatial bifurcation for a prototype model of pattern formation, the Swift-Hohenberg model [cf. Eq. (11)], and a typical profile registered at a given time (inset of Fig. 2). A direct consequence is that the stochastic bifurcation is no more characterized by a discontinuous or nondifferentiable transition between the uniform and the structured pattern as it is the case for the deterministic transitions (cf. insets of Fig. 3).

Figure 3 shows the time-average modulus of the Fourier transform \(S(k)\) of the field \(\vec{u}\), also called the structure function, for the supercritical [Fig. 3(a)] and subcritical [Fig. 3(b)] deterministic Swift-Hohenberg equations [19]. Their insets depict the corresponding deterministic bifurcations and the respective value of the bifurcation parameter, where the structure function is calculated. It is noteworthy that even below the deterministic threshold (before the hysteresis region
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III. NOISY AMPLITUDE EQUATIONS

To describe the dynamical behavior of a system in a unified manner, we have to consider, even for weak values of the control parameter, the amplitude of this most recurrent mode since the evolution of the amplitude of the spatial critical mode at threshold represents the bifurcation diagram in the vicinity of the deterministic threshold.

III. NOISY AMPLITUDE EQUATIONS

To describe the dynamical behavior of a system in a unified manner, we always consider the ansatz [3,12]

$$\tilde{u}(x,t) = \tilde{u}_0 + \varepsilon C(T = \varepsilon t, X = \sqrt{\varepsilon}x)e^{ik_x x} \hat{u}_k + \varepsilon^2 C(T, X)e^{-ik_x x} \tilde{u}_k + \text{h.o.t.},$$

(4)

where $C$ is the amplitude of the critical mode; the star symbol (*) denotes the complex conjugate; $\varepsilon$ is the bifurcation parameter and is proportional to $\lambda - \lambda_c$, where $\lambda$ is the control parameter; and $\gamma$ exponent controls the scaling of the amplitude $C$, which is determined by the first dominant nonlinearity. $\hat{u}_k$ is the eigenvector associated to the critical mode. $(T, X)$ are, respectively, slow time and spatial variables and the high-order term (h.o.t.) are a series in the amplitude $C$. To understand this ansatz, we can recall that, above the threshold, unstable modes can be written as a wave packet,

$$\int a_k e^{i k_x x + i \sqrt{h} k_x x} dk' = \left( \int a_k e^{i \sqrt{h} k_x x} dk' \right) e^{ik_x x}.$$

(5)

Hence, the amplitude $C$ describes the dynamic of whole unstable modes close to the bifurcation. $L$ is the transverse size of the system in consideration. On the basis of the theory of normal forms [24,25] and amplitude equations [3,12] the amplitude $C$ satisfies

$$\partial_T C = \varepsilon C + b |C|^2 C + h |C|^4 C + \sqrt{\eta h} \xi(T) + \text{h.o.t.},$$

(6)

where $b$ and $h$ are the nonlinear real coefficients, h.o.t. represent the high-order terms, and

$$\xi(T) = \frac{k_c}{2\pi} \int_0^{2\pi/k_c} dx \tilde{\xi}(x,t) \cdot \hat{u}_k (\cos k_c x + i \sin k_c x)$$

(7)

is a stochastic field, formed by a pair of Gaussian white noise with zero mean value and correlation $\langle \xi(T) \xi(T') \rangle = 0$, $\langle \xi^*(T) \xi^*(T') \rangle = 0$ and $\langle \xi(T) \xi^*(T') \rangle = \delta(T - T')$. $\eta$ is the intensity of noise level for the amplitude equation (6), which is related to the initial noise level $\eta'$ in Eq. (1) by $\eta = \eta' k_c / 2\pi$.

A. Subcritical bifurcation

In the case of positive $b$, the amplitude equation (6) describes a subcritical bifurcation. However, in order that the amplitude equation accounts qualitatively and quantitatively for the dynamics, one must consider $b$ small, and the specific following scalings $\gamma = 1/4$, $\varepsilon_T \sim \varepsilon$, $b/h^{1/2} \sim \varepsilon^{1/4}$, $\varepsilon \ll 1$, $C = A/\sqrt{h}$, and $h < 0$, the amplitude equation then reads

$$\partial_T A = \varepsilon A + \frac{b}{\sqrt{h}} |A|^2 A - |A|^4 C + \sqrt{\eta} \sqrt{h} \xi(T).$$

(8)

It is important to note that to derive the above equation, we need to consider a codimension two point, that is, it is necessary to fix two conditions in the parameter space, namely the linear and cubic coefficients have to be small and related by the above scaling. However, the subcritical bifurcation is codimension 1. This contradiction is a consequence of the analytical equation (8) which is only valid for small cubic coefficients (see discussion in Ref. [26]).

B. Supercritical bifurcation

1. Quintic supercritical bifurcation

A particular case of the above Eq. (8) is the codimension two point $b = 0$, that is,

$$\partial_T A = \varepsilon A - |A|^4 C + \sqrt{\eta} \sqrt{h} \xi(T).$$

(9)

This amplitude equation (9) accounts for a supercritical bifurcation. We term this bifurcation quintic supercritical bifurcation.

2. Cubic supercritical bifurcation

For negative $b$, Eq. (6) accounts for a cubic supercritical spatial bifurcation. Using the scaling $\gamma = 1/2$, $\varepsilon_T \sim \varepsilon$, $\varepsilon \ll 1$, and $C = A/\sqrt{h}$, it then can be approached by

$$\partial_T A = \varepsilon A - |A|^2 A + \sqrt{b h} \xi(T).$$

(10)

C. Example of amplitude equation derivation for a supercritical bifurcation

To illustrate the procedure of deduction of the amplitude equation we consider the stochastic supercritical...
Swift-Hohenberg model \cite{24}

\[ \partial_t w = \lambda w - w^3 - (\partial_{xx} + q^2)w + \sqrt{\sigma_0}(x,t), \]  

where \( w(x,t) \) is a real field, \( \lambda \) is the bifurcation parameter, \( q \) is the wave number of periodical solutions, \( \zeta(x,t) \) is a scalar Gaussian white noise with zero mean value and correlation \( \langle \zeta(x,t)\zeta(x',t') \rangle = \delta(x-x')\delta(t-t') \), and \( \sigma_0 \) accounts for the intensity of noise level.

A trivial uniform stationary state of the deterministic model (11) is \( w(x,t) = 0 \). This state is stable for \( \lambda < 0 \) and exhibits a supercritical spatial instability for \( \lambda_c = 0 \), which gives rise to the appearance of a pattern with wave number \( q \) for \( \lambda > 0 \). Hence, the critical wave number is \( k_c = q \). We consider the small bifurcation parameter \( \varepsilon \) such that \( \varepsilon = \lambda - \lambda_c \ll 1 \) and small intensity of noise level \( \sqrt{\sigma_0} \sim \varepsilon \). The system size \( L \) and, for the sake of simplicity, we consider the periodic boundary conditions \( w(x = -L/2,t) = w(x = L/2,t) \). Note that all the following results presented in the article assume that \( L \) is sufficiently large, i.e., in practical terms \( L \) is considered infinite. To grasp the dynamics of Eq. (11) we introduce the following ansatz of the single critical mode:

\[ w = \frac{A(T)}{\sqrt{3}} e^{iqt} + \frac{A^*(T)}{\sqrt{3}} e^{-iqt} + U(A,A^*,x), \]

where \( q \approx 2\pi m/L \) and \( m \) is a given integer. For wide-enough system size \( L \), \( A(T) \) is the space-independent amplitude of the critical mode \( q \) and \( U(A,A^*,x) \) is a small correction function including high-order terms in \( A,A^* \). Note that this nonlinear function \( U(A,A^*,x) \) can be written as a power series in the amplitude \( A \) \cite{25}. Because the spatial bifurcation of model (11) is supercritical, the amplitude \( A \), slow time \( T = \varepsilon t \), and \( U(A,A^*,x) \) are order of \( \varepsilon^{1/2}, \varepsilon \), and \( \varepsilon^3 \), respectively. Introducing the ansatz (12) in Eq. (11), we obtain at order \( \varepsilon^3 \)

\[ (\partial_{xx} + q^2)U = [-(\partial_T A + \varepsilon A - |A|^2)A e^{iqx} \sqrt{3}} - \frac{A^3}{3\sqrt{3}} e^{3qx} + \sqrt{\sigma_0} \zeta(x,t) + \text{c.c.}, \]

where c.c. denotes complex conjugate. The linear operator \((\partial_{xx} + q^2)\) is a self-adjoint with the inner product

\[ \langle f(x,t)g(x,t) \rangle = \left( \frac{q}{2\pi n} \right)^2 \int_0^{2\pi n/q} dx f(x,t)g(x,t)^*, \]

where \( n \) is an arbitrary integer. The linear operator is not invertible because \((\partial_{xx} + q^2)e^{\pm iqx} = 0 \), that is, \( e^{\pm iqx} \) are elements of the kernel of operator \((\partial_{xx} + q^2)^2 \). In order to have a solution for \( U \) in Eq. (13), we multiply the right-hand side of Eq. (13) by \( q e^{-iqx}/2\pi n \), integrate in the whole domain, and impose that it is equal to zero (Fredholm alternative or solvability condition \cite{12}). Hence, we obtain the amplitude equation

\[ \partial_T A = \varepsilon A - |A|^2 A + \sqrt{\eta} \zeta(t), \]

where \( \eta = 3\sigma_0 \) and

\[ \zeta(t) \equiv \left( \frac{q}{2\pi n} \right)^2 \int_0^{2\pi n/q} \zeta(x,t)e^{-iqx} dx, \]

where \( \zeta \) is a Gaussian noise, because it is a combination of large number of independent Gaussian noises (central limit theorem). Hence, we need to characterize the mean value and their respective correlation functions using the features of the stochastic field \( \zeta(x,t) \). The mean value satisfies

\[ \langle \zeta(t) \rangle = 0, \]

because the initial noise has a zero mean value (\( \langle \zeta(x,t) \rangle = 0 \)) and its correlation \( \langle \zeta(x,t)\zeta(x',t') \rangle = \delta(x-x')\delta(t-t') \). The correlation functions read

\[ \langle \zeta(t)\zeta(t') \rangle = \left( \frac{q}{2\pi n} \right)^2 \int_0^{2\pi n/q} dx d\delta(x-x')\delta(t-t')e^{-iq(x+x')}, \]

\[ \langle \zeta(t)\zeta(t') \rangle = \left( \frac{q}{2\pi n} \right)^2 \int_0^{2\pi n/q} dx d\delta(x-x')\delta(t-t')e^{-iq(x+x')}, \]

where \( \zeta \) is a Gaussian noise, because it is a combination of large number of independent Gaussian noises (central limit theorem). Hence, we need to characterize the mean value and their respective correlation functions using the features of the stochastic field \( \zeta(x,t) \). The mean value satisfies

\[ \langle \zeta(t) \rangle = 0, \]

because the initial noise has a zero mean value (\( \langle \zeta(x,t) \rangle = 0 \)) and its correlation \( \langle \zeta(x,t)\zeta(x',t') \rangle = \delta(x-x')\delta(t-t') \). The correlation functions read

\[ \langle \zeta(t)\zeta(t') \rangle = \left( \frac{q}{2\pi n} \right)^2 \int_0^{2\pi n/q} dx d\delta(x-x')\delta(t-t')e^{-iq(x+x')}, \]

\[ \langle \zeta(t)\zeta(t') \rangle = \left( \frac{q}{2\pi n} \right)^2 \int_0^{2\pi n/q} dx d\delta(x-x')\delta(t-t')e^{-iq(x+x')}, \]

Therefore, the effective intensity of noise is \( 3q\sigma_0/2\pi n \). The intensity of the noise level is of order \( \varepsilon^2 \), meaning that all the terms on the right-hand side of Eq. (14) are of order \( \varepsilon \) and the temporal variation of the amplitude \( A \) is of order \( \varepsilon \). This is consistent with the scaling under consideration. Using the solvability condition, at dominant order the correction function \( U \) takes the form

\[ U = -\frac{A^3}{(8q^2)^3\sqrt{3}} e^{3qx} - \frac{A^3}{(8q^2)^3\sqrt{3}} e^{-3qx}. \]

In the next sections we discuss the effect of the noise in the different bifurcations.

\[ \text{IV. CUBIC SUPERCRITICAL SPATIAL BIFURCATION} \]

Let us consider a noisy supercritical bifurcation, which is described by model (10). To this Langevin equation is associated the following Fokker-Planck equation for the distribution probability \( P(A,A^*; T) \) of the critical mode amplitude
A bifurcation of emerging patterns in the most probable value distribution occurs at the parameter \( \varepsilon \) of departing from the deterministic bifurcation point consequences of the increase of the Lyapunov exponents when the stationary probability distribution decreases when the most probable value is close to zero (Rayleigh distribution, expression (17)). When \( \varepsilon > 0 \) the most probable value is close to \( |a_{\text{max}}| \approx -\eta \varepsilon / 2 \varepsilon \), \( |\varepsilon| \gg 1 \) and the width of the stationary probability distribution decreases when the bifurcation parameter is diminished. For \( \varepsilon < 0 \), the most probable is close to \( \sqrt{\varepsilon + \eta / 2} \) \( |\varepsilon| \gg 1 \) and the width of the stationary probability distribution decreases when the bifurcation parameter is increased. This phenomenon is a consequence of the increase of the Lyapunov exponents when departing from the deterministic bifurcation point \( \varepsilon = 0 \) [16].

Starting from the probability distribution of the modulus of \( A \), formula (17), two natural quantities can be used to draw a noisy bifurcation diagram: the nonlinear mean value \( \langle |a| \rangle_{\text{nonlinear}} \) and the most probable value \( |a_{\text{max}}| \). As it can be seen in Fig. 5, for large \( \varepsilon \) each of these curves matches the deterministic bifurcation curve. However, near the deterministic bifurcation point, fluctuations induce a smoothing of the curves. If we neglect the nonlinear term in the Langevin equation (10), one can compute the linear mean value of the amplitude modulus \( \langle |a| \rangle_{\text{linear}} \). Note that this linear mean value, used in most of the related works [30,31], is well defined for \( \varepsilon < 0 \) but diverges at the bifurcation point. The \( \langle |a| \rangle_{\text{linear}} \) and \( \langle |a| \rangle_{\text{nonlinear}} \) curves are quite similar for large negative \( \varepsilon \); however, they differ close to the bifurcation. In the following, we will use the most probable value as reference quantity, since it is the most relevant and useful quantity to describe experimental observations [20,29], given the limitation of the finite duration of data recording. It is important to note that for such a finite duration time, it is simpler to identify the most probable value, as it is the most observed value, in comparison with the mean value, which is more sensitive to accessible spatial sampling. Therefore, the convergence of the most probable value is much more efficient than that of the mean value.

To emphasize the universality of the above analysis, Fig. 6 shows the comparison between numerical data obtained from the subcritical Swift-Hohenberg model (11) and the corresponding analytical expression (18). We can see that the expression (18) perfectly fits and reproduces the noisy numerical bifurcation. Thus, this analytical expression includes all the information concerning the shape of the bifurcation, its location, and its evolution with the noise intensity level. Note that close to the bifurcation point, \( P(|A_{\text{max}}|) \) exhibits a minimum (see Fig. 4) corresponding to dynamics characterized by large fluctuations. This feature indicates a phase-state...
change in the system and, thus, the location of the phase transition between the two states. This minimum, occurring at $\epsilon_{\text{min}}$, does not coincide to the deterministic threshold ($\epsilon = 0$). To determine $\epsilon_{\text{min}}$, we first need to calculate the factor $Q^\text{sup}(\epsilon, \eta)$. Introducing the change of variable $x = (|A|^2 - \epsilon)/\sqrt{2\eta}$, and using the normalization condition
\[
\sqrt{2\eta} Q^\text{sup}(\epsilon, \eta) e^{\frac{-x^2}{2\eta}} \int_{-\infty}^{\infty} e^{-x^2} dx = 1,
\]
the normalization factor reads
\[
Q^\text{sup}(\epsilon, \eta) = \frac{2\sqrt{2}}{\sqrt{\pi \eta}} \frac{e^{-\frac{\epsilon^2}{2\eta}}}{\text{erfc}(-\frac{\epsilon}{\sqrt{2\eta}})},
\]
where $\text{erfc}(z) = 1 - \text{erf}(z)$ and $\text{erf}(z)$ is the error function. Putting (18) and (20) into (17), we obtain the whole expression of the probability density maximum,
\[
P(|\alpha_{\text{max}}|) = \frac{2}{\sqrt{\pi \eta}} e^{-\frac{|\alpha|^2}{4\eta}} \text{erfc}(-\frac{\epsilon}{\sqrt{2\eta}}) \sqrt{\alpha + \sqrt{\alpha^2 + 1}} e^{\frac{\epsilon^2}{4\eta}} |\alpha|^4
\]
with $\alpha = \epsilon/\sqrt{2\eta}$. This function reaches a minimum for $\alpha_{\text{min}} = 0.389$. Thus, the bifurcation parameter value $\epsilon_{\text{min}}(\eta)$, corresponding to the minimum of the most probable value, is
\[
\epsilon_{\text{min}}(\eta) \approx 0.55 \sqrt{\eta}.
\]
It locates the phase-state change point along the bifurcation diagram. Note that a similar expression can be obtained by calculating the minimum value of the Lyapunov exponent as a function of the bifurcation parameter [16]. Since the system is noisy, one can no longer speak about “threshold,” which is associated only with deterministic systems. We have to consider bifurcations in the sense of phase-transition diagrams such as second-order transitions in material sciences. In other words, we have to deal with phase transitions in the sense of Landau [2] for noisy systems. The shift between the minimum of $P(|\alpha_{\text{max}}|)$ associated with the control parameter value $\lambda_{\text{min}}$ and the deterministic threshold corresponding to $\lambda_c$ is
\[
\lambda_{\text{min}} = \lambda_c + 0.55 \sqrt{\eta}.
\]

Experimentally, it is quite easy to build the probability density distribution. Then, with the help of the fitted values obtained from the relation (18), $\epsilon_{\text{min}}$ can be determined and, thus, the noise level intensity $\eta$ estimated.

As shown in Refs. [20,29], the analytical expression of $|\alpha_{\text{max}}|$ perfectly fits the experimental noisy bifurcation obtained in 1D optical patterns observed in a Kerr-like (liquid crystal slice) feedback system [Fig. (7)] and a fluidized quasi-one-dimensional shallow granular bed [29]. In the optical setup, the role pattern appears above a critical input laser intensity $I_c$ through a supercritical bifurcation [32]. Thermal fluctuations of the liquid crystal molecules around their equilibrium position transform the shape of the standard bifurcation into a noisy one. Below the deterministic threshold, the output signal is characterized by noisy precursors, without fixed spatial phase but with a clear dominant mode with non-null amplitude [23]. Above threshold, the selective spatial amplification is more effective and the system reaches a stationary pattern. The corresponding bifurcation diagram is plotted in Fig. 7.

![FIG. 7. Experimental bifurcation diagram for the optical feedback system. The continuous curve is the analytical expression and dots are experimental values. Error bars correspond to the full width at half maximum of the experimental probability distribution.](image)

**V. QUINTIC SUPERCRITICAL BIFURCATION**

An another example of supercritical bifurcation is the quintic supercritical, which is usually reached in parametrically driven systems [33]. A classical example of this bifurcation is a vertically driven chain of pendula [34]. Figure 8 shows the structure factor obtained in the vertically driven pendula chain when the amplitude of the forcing is close to the half of damping. Hence, this system exhibits a precursor and the amplitude of the standing wave increases with the power law $1/4$. The inset of Fig. 8 depicts the associated deterministic bifurcation diagram. Experimentally, the verification of this type of bifurcation has been achieved in parametric surface waves in mercury [35]. Close to the spatial bifurcation the amplitude equation that describes this bifurcation is given by Eq. (9).

For the sake of simplicity, let us introduce $\sigma \equiv \eta \sqrt{\eta}$. Associated to the above stochastic equation one has the following Fokker-Planck equation for the distribution probability

![FIG. 8. (Color online) Stationary structure function $S(k)$, obtained from a vertically driven pendula chain. Inset: The deterministic bifurcation diagram and the arrow indicate the corresponding value of the control parameter.](image)
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FIG. 9. (Color online) Stationary probability distribution for different values of the bifurcation parameter \( \epsilon \) and \( \eta_0 = 1.4 \). From left to right: \( \epsilon = -6.26; -2.50; \eta_\epsilon = -0.35, 0.0, 1.25, 3.75 \).

\[ P(A, A^*; T) = \frac{\partial_T P}{\partial A} \left\{ -\epsilon A + |A|^4 A + \frac{\sigma}{2} \partial_{A^*} P \right\} + \partial_{A^*} \left\{ -\epsilon A^* + |A|^4 A^* + \frac{\sigma}{2} \partial_A P \right\}. \] (23)

The stationary distribution probability of the modulus of \( A \) has the form

\[ P_A(|A|) = Q_{sup}(\epsilon, \sigma)|A|e^{\frac{|A|^2 \epsilon + \sigma}{\sigma}}, \] (24)

where \( Q_{sup}(\epsilon, \sigma) \) is the normalization factor. The stationary probability is shown in Fig. 9 for various values of the control parameter \( \epsilon \). The respective maximum of the stationary distribution probability occurs at the most probable value

\[ |\eta_{\max}| = \epsilon^{1/6} \sqrt{\frac{\beta}{\Omega} + \frac{\Omega}{3}}, \] (25)

where \( \Omega \equiv (3/4) \sqrt{\frac{\sqrt{3}}{27 - 16 \beta^3}} \) and \( \beta = \epsilon/\sigma^{2/3} \).

When \( \epsilon \leq 0 \) the most probable amplitude value is close to zero \((\sqrt{-\sigma}/2\epsilon, |\epsilon| \gg \sqrt{\sigma})\) and the width of the stationary probability distribution decreases when the bifurcation parameter is diminished. For \( \epsilon > 0 \), \( |\eta_{\max}| \) is close to \( \sqrt{\sigma} + \sigma/4\epsilon^{3/2} (|\epsilon| \gg \sqrt{\sigma}) \) and the width of the stationary probability distribution decreases when the bifurcation parameter is increased. This is again the consequence of the increase of the Lyapunov exponents when departing from the bifurcation point (Sec. IV).

Starting from the probability distribution again, the natural quantity used to draw the noisy bifurcation diagram is the most probable amplitude \( |\eta_{\max}| \). As can be seen in Fig. 10, for large \( \epsilon \), \( |\eta_{\max}| \) matches the deterministic bifurcation. However, near the deterministic threshold, fluctuations induce a smoothing of the curve near the deterministic threshold. Note that close to the bifurcation point corresponding to the phase transition, \( P(|\eta_{\max}|) \) also exhibits a minimum (see Fig. 11). The dynamics is characterized by large fluctuations. This minimum \( \eta_{\min} \) does not coincide with the deterministic threshold \( (\eta_{\min} = 0) \).

Numerically, we have determined the expression of the minimum and it reads

\[ \eta_{\min}(\sigma) \approx -0.3537 \sigma^{2/3}. \]

Hence, in a similar manner as for the cubic supercritical bifurcation, the localization of the phase transition within the noisy bifurcation is given by

\[ \lambda_{\min} = \lambda_c - 0.3537 \sigma^{2/3}. \] (26)

The reason why \( \eta_{\min} \) is negative is related to the fact that the modulus of Lyapunov exponents are larger than the respective Lyapunov exponents of the cubic supercritical bifurcation.

VI. SUBCRITICAL SPATIAL BIFURCATION

Several physical systems leave their equilibrium via a discontinuous spatial transition, that is, an infinitesimal increase of the control parameter leads to a jump of the order parameter [3,19]. Close to a spatial subcritical bifurcation the system is described by Eq. (8); rescaling the time, this equation then reads

\[ \partial_T A = \epsilon^\prime A + |A|^2 A - |A|^4 C + \sqrt{\eta} \zeta(T). \] (27)

In a similar manner to that of the supercritical case, we can obtain the respective stationary probability distribution of the modulus of \( A \),

\[ P_s(|A|) = Q_{sub}(\epsilon^\prime, \eta')|A|e^{\frac{|A|^2 \epsilon^\prime + |A|^4 C}{\eta'}}. \] (28)

Two different scenarios appear depending on the level of noise. For small \( \eta' \) and an interval of \( \epsilon \) \((\epsilon_{up} < \epsilon < \epsilon_{down})\), the distribution function \( P_s(|A|) \) possess two distinct maxima [see Fig. 12(b)], which reveals the presence of bistability. Above
a critical level of noise ($\eta > \eta_c$), the curve reaches only one maximum whatever the value of $\varepsilon$ [see Fig. 12(a)]. In this case, the probability distribution has a wide bell shape, meaning that not a potential barrier no longer exists between the states. The most probable amplitude satisfies the relation

$$\varepsilon' = -|a_{\text{max}}|^2 + |a_{\text{max}}|^4 - \frac{\eta'}{2|a_{\text{max}}|^2},$$  

(29)

Figure 13 depicts, for several noise levels, the corresponding stochastic subcritical bifurcation diagrams. The respective hysteresis region is delimited by $\varepsilon'_{\text{up}}$ and $\varepsilon'_{\text{down}}$ (see Fig. 13). When noise intensity increases, these two quantities come closer until a critical value $\eta_c \equiv 0.07$, where the bistable zone disappears (see Fig. 13).

From Eq. (29), it is possible to obtained expansions of $\varepsilon'_{\text{up}}$ and $\varepsilon'_{\text{down}}$, in the range of validity $\eta = [0; \eta_c]$:

$$\varepsilon'_{\text{up}} \approx -1 - \eta' - \eta'^2 - 4\eta'^3,$$

$$\varepsilon'_{\text{down}} \approx -\sqrt{2}\eta'^2 + \frac{1}{2}\eta' + \frac{\sqrt{2}}{4}\eta'^2 + \frac{1}{2}\eta'^2 - \frac{\sqrt{2}}{8}\eta'^2 + \frac{1}{8}\eta'^3.$$

Their evolution with the level of noise is plotted in Fig. 14. This figure also shows the evolution of the Maxwell point $\varepsilon_M(\eta')$ as function of noise intensity level. The Maxwell point is defined as the point where the two states have the same probability [see the inset of Fig. 14(c)]. In other words, at this particular value of $\varepsilon$, the mean time of each equilibrium is equal. Imposing both maxima have the same probability, and we can estimate the maxwell point as

$$\varepsilon_M \approx -\frac{3}{16} + \frac{2}{3}\sigma \log(\sigma) \left[1 + \frac{16\sigma}{9}\right].$$  

(30)

Notice that the decrease of $\varepsilon_{\text{up}}$, as a consequence of increasing noise intensity level, generates the decrease of the nucleation barrier between equilibria. For instance, taking $\varepsilon = -0.27$ and increasing $\eta'$ (which corresponds to a horizontal displacement in Fig. 14), the system is first in the state “down” to $\eta' \approx 0.02$. This is the only state of equilibrium in this region. It then enters a bistable regime, crosses the Maxwell point, and, finally, reaches the state “up” when $\eta' \gtrsim 0.044$. In the bistability region, we observe the phenomenon of noise induced transitions between the two equilibria.

1. Numerical results

In order to emphasize the former results we consider the subcritical Swift-Hohenberg equation [14],

$$\partial_t u = \varepsilon u + \nu u^3 - u^5 + (\partial_{xx} + q^2) u + \sqrt{\sigma} \xi(x,t).$$  

(31)

Introducing a similar ansatz to (4) and after straightforward calculations, one comes across Eq. (8) again, with $b = 3\nu$, $h = 10$, and $\eta' = 2\sigma_0\pi / L$. Introducing appropriate scalings for the amplitude and time, this leads to Eq. (27).

Figure 15 shows the bifurcation diagrams of $|a_{\text{max}}|$ versus $\varepsilon$ obtained from numerical simulations of Eq. (31) with different values of the noise intensity level $\sigma_0$. The solid curves are fits following the formula Eq. (29), except for relatively high noise intensities. In this latter case, two extra parameters $\{f,g\}$ have to be added to the previous fitting formula to remain valid,

$$\varepsilon = -f|a_{\text{max}}|^2 + g|a_{\text{max}}|^4 - \frac{\eta'}{2|a_{\text{max}}|^2}.$$

(32)

These extra coefficients compensate stochastic terms that were neglected to obtain the amplitude equation (27). Indeed, as the noise intensity increases, these terms become more relevant and no longer can be neglected. This is clearly stated, if one considers the stochastic amplitude Eq. (27). For large $\varepsilon$ values,
the bifurcation diagrams converge asymptotically to the same curve (see Fig. 13). We then can notice that, for the highest noise level, the bifurcations are still perfectly reproduced by the expression of Eq. (32) (Fig. 15). As can be seen from Fig. 13, we show how the noise can change the shape of the bifurcation diagram and even modify a transition from first- to second-order type for the Swift-Hohenberg model [Eq. (31)]. Hence, the noise can suppress the hysteresis cycle. This phenomenon has been explored in different models of subcritical bifurcations in extended systems (see the review in Ref. [19] and references therein).

VII. CONCLUSIONS

In conclusion, we have given analytical expressions of stochastic super- and subcritical bifurcations obtained when additive noise is present in one-dimensional spatial systems.

A cubic and a quintic amplitude equation accounting for stochastic supercritical bifurcation and a cubic-quintic amplitude equation accounting for stochastic subcritical bifurcation have been considered. From the universal expressions of the most probable amplitude—which is most suitable variable that inherits the properties from the bifurcations of deterministic systems—the shapes of the bifurcations, their locations, and their evolutions with the noise level are completely defined. Thus, these expressions still allow the use of bifurcation diagrams to study and characterize classes of stochastic amplitude equations. Our predictions are compared with one experimental work and clearly provide evidence that the expression is relevant for describing the associated supercritical cases. Finally, we showed, in the subcritical case, that the level of additive fluctuations can change the type of the stochastic bifurcation from a sub- to a supercritical one.

The study of stochastic system dynamics is a complex work. However, a great advantage of studying their noisy bifurcations is that these latter can be modeled in an unified way by stochastic amplitude equations that usually have extra symmetries as compared to the original systems. Indeed, in the case of emergence of stationary patterns, the dynamics in the vicinity of bifurcation is characterized by a variational dynamics. This property allows us to derive a free energy or nonequilibrium potential and, in turn, to obtain simple expressions for bifurcation diagrams.
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