Driven Front Propagation in 1D Spatially Periodic Media
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We study front propagation in one-dimensional spatially periodic media. Based on an optical feedback with a spatially amplitude modulated beam, we set up a one-dimensional forced experiment in a nematic liquid crystal cell. By changing the forcing parameters, the front exhibits a pinning effect and oscillatory motion, which are confirmed by numerical simulations for the average liquid crystal tilt angle. A spatially forced dissipative $\phi^4$ model, derived at the onset of bistability, accounts qualitatively for the observed dynamics.
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In nonequilibrium processes different extended states, developing from bifurcations or phase transitions, can coexist for the same values of parameters [1]. The coexistence is characterized by spatial domains, with interfaces, or fronts, propagating between them. Thus, before a system reaches an equilibrium state, the dynamics is characterized by a rich and complex interface evolution. The concept of front propagation, emerged in the context of populations dynamics [2], has attracted, since then, a growing interest in chemistry, physics and mathematics. In physics, fronts play a central role in a large variety of situations, ranging from reaction diffusion models, solidification processes, flame propagation, to pattern forming systems (see, e.g., [3,4] and references therein). From the point of view of dynamical systems theory in 1D spatial dimension, a front is a nonlinear solution described in phase space as a heteroclinic orbit linking two spatially extended states [5]. One of the most studied fronts is that connecting a stable uniform state with an unstable one, so called the FKPP-front [6], whose propagation speed is not unique and is fixed by the initial conditions [7]. Another well-known type of front, the normal front, connects two stable uniform states. The normal front appears inside the bistability region and is characterized by a unique speed that is given, if the system is variational, by the free energy difference between the two states [8]. Therefore, the most favorable state invades the less favorable one, and the front speed is zero only at the Maxwell point, for which both states have the same energy [9].

A fundamental issue in front dynamics is that of propagation over periodic media. As firstly pointed out by Pomeau [10], the presence of a spatial periodicity is expected to induce an energy barrier for the front propagation to occur, so that the front speed should become zero for a relatively large interval of parameters, so called the pinning range. The pinning range has been discussed in several physical contexts, such as pattern selection with different symmetries in generalized Swift-Hohenberg models, the crystallization kinetics of cellular patterns and defect dynamics [11]. In the last two decades a lot of theoretical efforts have been devoted to the understanding of front dynamics inside and near the pinning range, where front interactions have been identified as responsible for the appearance of localized structures that are patterns extended over a limited space region [5,11–15]. However, despite the large number of theoretical and numerical studies, an experimental characterization of the pinning range and relative front dynamics is not yet available. In a bidimensional forced system, the anisotropy of the front velocity has been shown [16]; nevertheless, the issue of the existence of a pinning range was not addressed. Experimentally, this question has a fundamental relevance in numerous domains where front propagation is involved, for example, in fluids [17] or in chemical reactions [18] for the formation of nonlinear structures, in microfluidic chips [19] for the process of drop coalescence, in the wetting of microstructured surfaces [20], for controlling the motility of bacteria [21] or the growth of self-assembly monolayers [22].

In this Letter, we present what is, to our knowledge, the first experimental characterization of the pinning range and front propagation in 1D spatially periodic media. Based on an optical feedback with a spatially amplitude modulated input beam, we set up a 1D forced configuration in a nematic liquid crystal cell. In a large region of parameter space, the system exhibits fronts connecting two different average orientations of the liquid crystal molecules. By introducing the spatial forcing, the fronts exhibit a large pinning effect, as well as spatially oscillating motion outside the pinning region. Theoretically, we derive a spatially forced dissipative $\phi^4$ model, which is valid close to the onset of bistability and accounts analytically for the observed dynamics. Numerical simulations of the average liquid crystal tilt angle $\theta$ exhibit a dynamical behavior in good agreement with the experimental and analytical results.

The experimental setup, schematically represented in Fig. 1(a), comprises a liquid crystal light valve (LCLV)
with optical feedback. The LCLV is made of a thin nematic liquid crystal (LC) layer inserted in between a glass plate and a photoconductive wall over which a dielectric mirror is deposed. An externally applied $V_0$ voltage induces an electric field in the direction into which molecules tend to orientate. When reflected by the mirror after passing through the LC layer, light gets a phase shift of the LC orientation angle, which, as we will see, is a function of the LC orientation angle, which, as we will see below, depends on the intensity $I_w$ on the photoconductor. The input laser beam, $\lambda = 632$ nm, is enlarged up to a diameter of 1 cm and collimated. A spatial light modulator (SLM) controls the intensity profile at the entrance of the feedback loop, which contains a polarizing beam splitter (PBS), a mirror (M) and is closed by a fiber bundle (FB). Three lenses (L) of the same $f = 25$ cm focal length, and placed at focal distance from their respective cofocal planes, ensure a self-imaging configuration, for which the intensity distribution at the SLM is exactly imaged on the LCLV and the rear side of the FB and the front side of the LCLV are conjugate planes. By doing this, the diffraction length in the feedback loop is set to zero, a condition that, together with the polarization interference introduced by the PBS, enables us to have fronts between stable homogeneous states [23]. In the transverse plane, these states appear with different intensity levels, and fronts between them can easily be observed as “black or white” interfaces.

The SLM consists of a liquid crystal display, one inch diagonal size, with a 1024 $\times$ 768 pixels, each coded in 8 bits of intensity level, and interfaced to a personal computer. By using a dedicated software, intensity masks are produced in order to control the front dynamics and impose a quasi-unidimensional spatially periodic forcing. A zero-level intensity is set everywhere except on a narrow channel of 150 $\mu$m width and 2.5 mm length. In the channel, the intensity is set either to a uniform level $A$ or spatially modulated with an amplitude $B$ and wavelength $\lambda$. The general expression for the input beam profile is $I_w(x) = A + B \sin(2\pi x/\lambda)$, where both $A$ and $B$ can be controlled by changing the transmittance of the SLM. In the set of measurements here presented we have fixed $A = 0.9$ mW/cm$^2$ and $B = 0.1$ mW/cm$^2$. We first study the front dynamics of the unforced system. As the voltage $V_0$ is varied as a control parameter, we identify the bistable region, where two different molecular orientation states coexist. In this region, the more stable state tends to invade all the available space, developing an expanding or retracting front. By recording with a CCD camera the interface evolution over the channel, we have measured the front speed $v$, which is plotted in Fig. 1(b) as a function of $V_0$. Two successive snapshots of an expanding front are shown in the inset. The front speed grows linearly with $V_0$ and changes its sign at the Maxwell point. The front is motionless only at the Maxwell point while retracting, respectively, expanding on the left, right of this point, as expected from the theory [9].

The above scenario is drastically modified when the system is spatially forced, so that the uniform states transform into patterns. In this case, the front either propagates by periodical leaps or stays motionless in a large region of parameters. In Fig. 2(a) the average front velocity $\langle v \rangle$ is plotted against $V_0$ for a forcing wavelength $\lambda = 115$ $\mu$m. We can note that a large pinning range exists, where the front velocity is zero. Outside, but close, to the pinning range the front propagation is characterized by periodical leaps. For larger values of $V_0$ the front speed oscillates regularly. Three successive snapshots of an expanding spatially modulated front are shown in the inset of Fig. 2(a). Correspondingly, a transverse section of the front profile is displayed in Fig. 2(b). In Fig. 2(c) three spatio-temporal
parameters are shown, obtained from the front evolution in region 1, retracting front; region 2, the pinning range; and region 3, expanding front. As a consequence of the spatial forcing, the front is pinned over a large range of parameter, confirming the prediction of Pomeau [10] that an energy barrier has to exist when the front propagates over a spatially structured state.

The experimental behavior is confirmed by numerical simulations of the model for the LCLV with optical feedback, which consists in a relaxation equation for the average liquid crystal tilt angle $\theta(x, t)$, $0 \leq \theta \leq \pi/2$, coupled with an equation for the feedback light intensity $I_w$ [23,24]. In the case of zero diffraction length in the feedback loop, the equation for $I_w$ can easily be solved, and the full LCLV model reads as

$$\tau_{\text{LC}} \partial_t \theta = \dot{\theta} - \theta + \left( 0 \text{ for } V_{\text{LC}} < V_{\text{FT}}, \right. \left. \frac{\pi}{2} \left( 1 - \sqrt{\frac{V_{\text{FT}}}{V_{\text{LC}}(\theta)}} \right) \right),$$

where $x$ is the transverse direction of the LC layer, $\tau_{\text{LC}} = 30 \text{ ms}$ the LC relaxation time, $l = 30 \mu \text{m}$ the electric coherence length and $V_{\text{LC}}(\theta) = \Gamma V_0 + \alpha I_w$, the effective voltage applied to the liquid crystals, with $V_{\text{FT}} = 3.2 V_{\text{rms}}$ the threshold for the Frédéricksz transition, $\Gamma \sim 0.3$ the overall impedance of the LCLV dielectric layers and $\alpha \sim 5.5 \text{ V cm}^2/\text{mW}$ a phenomenological parameter summarizing, in the linear approximation, the response of the photodestructor. The light intensity reaching the photodestructor is $I_w = I_{\text{id}} [1 + \cos(\Delta \varphi)]$, where $\Delta \varphi = \beta \cos^2 \theta$ is the overall phase shift experienced by the light traversing the LC layer, $\beta = 2kd\Delta n$ with $d = 15 \mu \text{m}$ the thickness of the nematic layer, $\Delta n = 0.2$ the LC birefringence and $k = 2\pi/\lambda$ with $\lambda = 632.5 \text{ nm}$.

For uniform $I_{\text{in}}$ and by increasing $V_0$, the above model Eq. (1) exhibits several bistability branches and, in the bistability regions, the front solutions display a velocity increasing linearly with $V_0$, in agreement with the experimental observations for the unforced system. When we introduce a small spatial forcing, $I_{\text{in}}(x) = \left[ A + B \sin(2\pi x/p) \right]$, $B \neq 0$, the uniform equilibria become periodic states and numerical simulations of the front dynamics show a large pinning range as in the experiment. In Fig. 3 we report experimental and numerical spatio-temporal diagrams showing the front evolution in region 3, starting from a local initial condition and at different forcing wavelengths. In the simulations the forcing parameters are $A = 1$, $B = 0.2$ and the other parameters are set to the same values as in the experiment. When we increase the forcing wavelength $p$, the pinning range decreases whereas the average front speed increases. Moreover, the upper states show larger amplitude modulations, an effect that results from the nonlinear dependence of the spatial forcing in $V_{\text{LC}}$ [25], and which appears also in the experiment [see Fig. 2(b)].

Close to the point of nascent bistability, $I_{\text{in}} = I_c$, $V_0 = V_c$ and $\theta = \theta_0$, we can reduce the above model, Eq. (1), to

$$\tau_{\text{LC}} \partial_t \theta = \dot{\theta} - \theta + \left( \frac{\pi}{2} \right),$$

a forced dissipative $\phi^4$ model, which reads as [26]

$$\tau \partial_t \phi = \eta + \epsilon \dot{\phi} - \phi^3 + \ddot{\phi} + (b + c \phi) \sin^2 \left( \frac{\pi x}{p} \right),$$

where $\phi$ is the order parameter, which is related to the average director tilt by the expression $\theta = \theta_0 + \phi/[2\beta \cos^2 \theta_0 \cot(\beta \cos^2 \theta_0) + (4 + \beta^2 \sin^2 \theta_0) / 3 - 2/(\pi^2 - \theta_0^2)]^1/2$. The unforced system ($b = c = 0$) describes an imperfect extended pitchfork bifurcation [4] and has a motionless front solution at the Maxwell point, $\eta = 0$. This front, whose expression is $\phi(x - x_0) = \pm \sqrt{\epsilon} \tanh[\sqrt{\epsilon} x / 2(x - x_0)]$, connects asymptotically the state $\sqrt{\epsilon}$ with $-\sqrt{\epsilon}$. Close to the Maxwell point the front speed increases linearly with $\eta$, which is qualitatively consistent with the experimental behavior. When we introduce the spatial forcing ($b \sim c \neq 0$), the uniform states become periodic with an amplitude proportional to $B$ and a wavelength $p$. The front solution connecting the spatially periodic states exhibits a pinning range. Figure 4 and the inset depict the observed pinning range for the full LCLV model, Eq. (1), and for the $\phi^4$ model, Eq. (2), respectively.

To study analytically the effect of the forcing, we consider the ansatz $\phi(x, t) = \phi_0 [x - x_0(t)] + w(x, x_0)$, where $x_0$ is the position of the front core. After straightforward calculations, we derive the solvability condition [27]

$$\dot{x}_0 = - \frac{3\eta}{\sqrt{2\epsilon}} - \gamma(p) \sin^2 \left( \frac{\pi}{p} x_0 + \chi \right),$$

from which we see that the front speed has a constant term, first right-hand side, and a spatially oscillating part, second right-hand side, with $\gamma(p) = 2\pi^2 \cosec (\sqrt{2\pi^2 / p}) \times \sqrt{2 \pi^2 / p^3} + 2\pi^2 \cosec (\sqrt{2 \pi^2 / p^3}) \tan x = \sqrt{2 \pi^2 / 3b p}$. The front is motionless in the range of parameters for which the first term is smaller than the amplitude of the periodic term,
which defines the pinning range $\eta_- \leq \eta \leq \eta_+$, the critical values being $\eta_+ \equiv \pm \sqrt{2e/\gamma(p)}/3$. Outside this region, the front propagates with a spatially oscillating speed. In order to compute the average front speed we can integrate the above Eq. (3), and obtain $x_0(t) = x_0(t_0) + \frac{p}{2\pi} \arctan\left[\tan(p/2\pi\sqrt{\eta^2/\gamma^2 - 1})/\eta\sqrt{\eta^2 + \gamma^2}\right]$. From this expression we derive the average front speed [27]

$$\langle \frac{dx_0}{dt} \rangle = \frac{3\sqrt{2}}{2} \eta \sqrt{1 - (\eta^2/\eta_+)^2}. \quad (4)$$

For $|\eta| < |\eta_+|$ the above formula is imaginary, i.e., the front speed is zero, whereas close to $\eta_+$, it recovers the dynamical behavior expected for the pinning-depinning transition [28] (saddle-node bifurcation), with the front speed increasing as the square root of $\eta$, $\langle dx_0/dt \rangle = \pm 3\sqrt{\eta^2 - \eta^2} \eta_+^2$. For large $\eta$, the average front speed behaves as a linear function of $\eta$. In Fig. 4, $\langle dx_0/dt \rangle$ is plotted as a solid curve and compared with the numerical results for the full LCLV model, Eq. (1) and with the numerical results for the forced dissipative $\phi^4$ model, Eq. (2) in the inset, respectively. We see, from comparison, that the $\phi^4$ model is a qualitatively good description of the spatially driven front propagation and pinning effect.

In conclusion, we have shown the existence of a large pinning range and characterized the front dynamics in a LCLV experiment with spatially modulated optical feedback. Such an ability to control front propagation could be extended to other systems, thus opening the way to control front dynamics and localized states in structured or periodic media, as well as allowing the verification of several theoretical conjectures on front interactions, snaking bifurcations, and noise induced propagation.
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[26] The coefficients are $\eta = \frac{\pi}{2\sqrt{\pi V_{c}}} \left[ 1 - \cos(\beta \cos^{2} \theta_{0}) \right] \left( \pi/2 - \theta_{0} \right)^{2} \Gamma_{I_{m}} - \Gamma_{I_{c}} + \alpha(1 - \cos(\beta \cos^{2} \theta_{0})) \left[ 2 \pi V_{c} - V_{c} \right]$, $\epsilon = \frac{\pi}{2\sqrt{V_{c}}} \left( V_{c} - V_{c} \right)^{2} \left( \pi/2 - \theta_{0} \right)^{4}$, $b = \frac{\pi}{2\sqrt{V_{c}}} \left[ 1 - \cos(\beta \cos^{2} \theta_{0}) \right] \times \left( \pi/2 - \theta_{0} \right)^{3}$, $c = \frac{\pi}{2\sqrt{V_{c}}} \left( \pi/2 - \theta_{0} \right)^{2}$.
