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Secondary Control Strategies for Frequency
Restoration in Islanded Microgrids With
Consideration of Communication Delays
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Abstract—One of the well-known methods to share active and
reactive power in microgrids (MGs) is droop control. A disad-
vantage of this method is that in steady state the frequency of
the MG deviates from the nominal value and has to be restored
using a secondary control system (SCS). The signal obtained
at the output of the SCS is transmitted using a communica-
tion channel to the generation sources in the MG, correcting
the frequency. However, communication channels are prone to
time delays, which should be considered in the design of the
SCS; otherwise, the operation of the MG could be compromised.
In this paper, two new SCSs control schemes are discussed to
deal with this issue: 1) a model predictive controller (MPC); and
2) a Smith predictor-based controller. The performance of both
control methodologies are compared with that obtained using
a conventional proportional integral-based SCS using simulation
work. Stability analysis based on small signal models and par-
ticipation factors is also realized. It is concluded that in terms
of robustness, the MPC has better performance.

Index Terms—Droop control, microgrid control, model predic-
tive control (MPC), Smith predictors (SPs).

I. INTRODUCTION

ONE OF the advantages of microgrids (MGs) is the capa-
bility of operating isolated from a main grid. To achieve

this, necessarily the demanded power has to be shared between
all the units in the MG [1]–[3]. The usual method to accom-
plish active and reactive power sharing is to use Q-V and P-f
droop control algorithms [2], [4]–[7].

When Q-V and P-f droop control systems are used [8],
active and reactive power sharing is achieved but in steady
state the system frequency and voltage are not necessarily
the nominal values [2]–[4], [9], [10]. Therefore, a secondary
control system (SCS) [2], [11] is usually required to cor-
rect the frequency and voltage. Additionally, secondary control

Manuscript received October 22, 2014; revised March 20, 2015 and May 16,
2015; accepted July 14, 2015. Date of publication August 25, 2015; date
of current version April 19, 2016. This work was supported in part by the
FONDECYT under Grant 1140775, in part by the Advanced Center for
Electrical and Electronic Engineering, in part by the Basal Project under
Grant FB0008, and in part by the Fondequip under Grant EQM130058. Paper
no. TSG-01052-2014.

C. Ahumada, R. Cárdenas, and D. Sáez are with the Faculty of
Mathematical and Physical Sciences, University of Chile, Santiago 8370451,
Chile (e-mail: rcd@ieee.org; dsaez@ing.uchile.cl).

J. M. Guerrero is with the Institute of Energy Technology, Aalborg
University, Aalborg 9220, Denmark (e-mail: joz@et.aau.dk).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSG.2015.2461190

algorithms can be used for reactive power compensation [12]
and to reduce the harmonic content of the voltage
waveform [13]. In other studies, it is proposed to eliminate
secondary control to restore the frequency, for instance using
a smart transformer [14] (which is a rather bulky solution)
or using a modified droop control which changes mainly the
phase of the distributed generation resources (DGRs), without
affecting much the MG frequency [15]. However, the stability
issues related to this control method have not been addressed
at all in any publication. Moreover, phase control is possi-
ble only when static power converters are used, because with
conventional generators the inertia does not allow the imple-
mentation of this control methodology. Additional information
about these control methodologies is discussed in [6] and [7].

In general terms, SCSs can be distributed [16]–[18] or
centralized [19], [20], with both topologies being depicted in
Fig. 1. In the centralized control strategy, the frequency is
usually estimated by a phase locked loop (PLL) and com-
pared with the reference value. A controller is used to process
this error, producing a correcting signal ωs which is trans-
mitted to all the distributed generation units in the system
[see Fig. 1(a)]. A typical distributed control distributed sec-
ondary control is shown in Fig. 1(b), in this case each
generating unit is provided with secondary control capacity
in order to correct the voltage and frequency deviations of
each DGR. Moreover, each DGR in Fig. 1(b) is equipped
with PLLs and transducers to measure or estimated the fre-
quency, voltage and power at the DGR point of common
coupling (PCC).

Distributed SCSs have been recently proposed
in [18] and [21]–[23]. However, in most of these papers
some sort of centralized control system is still required. For
instance, in [21], a master/slave control system is proposed
to improve the sharing of active power. In this paper, the use
of a controller area network is required for the master-DGR
to transmit power references and synchronizing signals to
all the slave generating units (i.e., a kind of centralized
control is implemented by the master-DGR). To the best of
our knowledge, the only work where a highly distributed
SCS is presented in [18]. However, some sort of central-
ized control is still required in this method for black start
of the MG.

Even when the performance of the proposed distributed
SCSs looks promising, the issues and problems inherent to
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(a)

(b)

Fig. 1. SCS topologies for frequency regulation. (a) Centralized SCS.
(b) Distributed SCS.

this topology have not been fully investigated yet. Some of
the issues which need to be addressed are as follows.

1) Centralized SCSs can operate using a unidirectional
low bandwidth communication channel. On the other
hand, in the distributed SCS proposed in [18], each of
the SCS requires information about the voltages and
frequencies measured by the other DGR units at the
PCC. Therefore, for a relatively large MG, the use
of a high-bandwidth bidirectional communication link
is mandatory. Moreover, as discussed in [21], in some
applications time synchronization signals have to be
provided between the units (e.g., to coordinate the sam-
pling of the variables). The use of these signals and
the high-bandwidth required by distributed SCSs could
compromise the MG robustness.

2) As discussed in [9], the electrical frequency is a global
signal in an MG. Therefore, if several controllers are
regulating the grid frequency the stability of the system
could be compromised. To the best of our knowledge
the stability of highly distributed SCSs has not been
analyzed yet.

One of the reported advantages of distributed SCS is robust-
ness in the presence of communication delays. This has been
reported in [18], considering an experimental system of two
DGRs. However, with only two generating units is difficult to
obtain a general conclusion, considering that each DGR has to
obtain information of only one additional DGR in the system.
If the MG has a large number of generating units, all of them
exchanging information through the communication channel,
it is likely that the impact of the communication delays is
going to be much more important.

In summary as discussed in [18], the future application of
highly distributed SCSs is auspicious and they could be a good

option in systems where high bandwidth bidirectional com-
munication channels are available at a relatively low cost.
However, at the present centralized controllers could be still
considered more robust and reliable than distributed SCSs,
particularly in MGs located in developing countries and/or
rural areas where good communication infrastructure is not
always available [24]. As stated in [7], communication is cru-
cial for centralized controllers and its failure could lead to
a system collapse. Therefore, in this paper centralized DSCs,
which can achieve robust performance in the presence of vari-
able and unknown communication delays, are discussed. The
communication delay is assumed between the controller and
the DGRs.

One of the controllers proposed in this paper is based on
a model predictive control (MPC) algorithm. Additionally a
SCS based on a Smith predictor (SP) is also analyzed in this
paper. The performance of these control algorithms is studied
considering their dynamic response and robustness. The for-
mer is analyzed considering a MATLAB/SIMULINK model
of the MG (see Fig. 2), with the primary control systems
being implemented using synchronous rotating d-q coordi-
nates. Stability issues are analyzed considering the system
eigenvectors. The participation factor method [25] is used to
determine the influence of the state variables on a particular
eigenvector (or vice versa).

The control systems of the MG depicted in Fig. 2, are shown
at the bottom of that graphic. Droop control, load voltage con-
trol and current control have to be provided to both inverters.
Because of simplicity, only the control systems associated with
the left side voltage source inverter (VSI) are shown in Fig. 2.
The voltage and current controllers are embedded in the block
labeled “inner” control.

At the bottom right of Fig. 2, the SCS is shown. A PLL
is used to estimate the MG frequency. This value is com-
pared with the nominal frequency and the error is processed by
a controller. This is further discussed in Section IV. Fig. 2 also
shows the secondary voltage control loop which is consid-
ered outside the scope of this paper. Further information about
voltage restoration control is presented elsewhere [6], [7].

The rest of this paper is organized as follows. In Section II,
a brief review of droop control is realized. In Section III, the
control strategies for the primary control system are briefly
discussed. In Section IV, the proposed secondary control
strategies are introduced and analyzed. In Section V, a closed
loop analysis for stability studies is derived. In Section VI,
simulation results are presented. Finally, in Section VII, an
appraisal of the control methods discussed in this paper is
presented at the conclusion.

II. DROOP CONTROL SYSTEM

In MGs, the sharing of active power is typically achieved by
changing the phase angle between the DGR voltage outputs.
This is further explained using the well-known expression

Pij = 3
vivj

xij
sin

(
δij

)
(1)

where Pij is the active power transferred from the power source
“i” to the power source “j,” (vi, vj) are the voltage moduli of
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Fig. 2. MG topology discussed in this paper.

both power sources, δij is the phase angle shift between the
two voltage vectors and xij is the equivalent reactance between
the two nodes in the MG.

The phase angle δij is modified as a function of the active
power supplied for each load. This is usually accomplished
using droop control where the frequency is regulated using

ω0i = ωcf − mpiPif (2)

where mpi is the droop slope, ωcf is a function of the
maximum frequency deviation allowed in the system (see
[11]), normally chosen as the nominal value ωn. ω0i is
the output frequency of the ith power source, and Pif is
the mean power supplied to the MG by the same power
source.

In this paper, it is assumed that the impedance between
power sources (xij) [see (1)] is inductive. If the impedance is
not inductive some of the methods, e.g., the ones proposed
in [2], [3], [9], and [26]–[30], have to be used. The analysis
and discussion of these control methods are considered outside
the scope of this paper and the interested reader is referred
elsewhere [2], [3], [9], [26]–[30].

Using (2), the phase angle δij between generating units is
modified according to

δij =
∫ (
ωi − ωj

)
dt. (3)

Therefore, if a load step is applied anywhere, e.g., at the
output of the power source j, the control system of this unit
will change its output frequency. Finally, in steady state, the
system will settle down to a new operating point where the MG
frequency is not necessarily equal to the nominal value ωn.
The SCS regulates the frequency of the MG eliminating the
deviation from the nominal frequency ωn which is introduced
by the P-f droop control algorithm [2], [3], [9].

As mentioned before, centralized SCS requires a com-
munication channel to send a correcting signal ωs to

the inverters. In this case, the output frequency of each
inverter is

ωi = ω0i + ωs. (4)

The SCS is usually designed with a low-control bandwidth
in order to ensure decoupling from the primary control loops
implemented in each power source. Otherwise, the stability of
the whole system could be jeopardized.

III. PRIMARY CONTROL SYSTEM FOR THE MICROGRID

In this paper, secondary control of the MG voltage
and the tertiary control level are considered outside the
scope of this paper. The interested reader is referred
elsewhere [2], [6], [7], [24], [31], [32].

A. Voltage and Current Control Systems

The current and voltage control of each VSI is shown in
Fig. 3. Each inverter has a voltage control loop implemented
in d-q coordinates and orientated along the load voltage vector.
The outputs of the voltage controllers are the current refer-
ences i∗d and i∗q which are processed by the internal current
control loops [33]. As it is standard practice, the current con-
trol loops are about ten times faster than the voltage control
loops [34]. The electrical angle θei is obtained by integrating
the electrical frequency of (4). In Fig. 3, decoupling terms are
included to allow decoupled design of the d and q axis volt-
age and current controllers. Notice that standard proportional
integral (PI) controllers are used in the inner control loops,
since in steady state the d-q voltages/currents are dc signals.

B. Primary Control

As mentioned before, in this paper it is assumed that the
impedance between the inverters is inductive; therefore, power
sharing is achieved by modifying the phase angle between the
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Fig. 3. Voltage and currents control systems.

inverter voltage vectors [see (1)] using droop control. However,
before using (2), the output power Pi of each inverter is
filtered-out using a low-pass filter. This allows a relatively
good decoupling between the droop control and the volt-
age/current control systems, improving the overall stability of
the system.

Using the voltage and current vectors, the power can be
calculated in the stationary α-β frame or synchronous rotating
d-q coordinates using

Pi = k
(
vinvi � iinvi

)
(5)

where k is dependent on the abc to α-β transformation
being used and the symbol � stands for the inner product
between the voltage and current vectors. Filtering out the
power calculated from (5) is achieved using

Pif = ωc

s + ωc
Pi. (6)

The value of Pif calculated from (6) is used in (2). Using
the output of the SCS (ωs), the angle θei is calculated as

θei =
∫
(ω0i + ωs)dt. (7)

The angle θei is used in the vector control system of Fig. 3 to
transform from α-β to d-q and vice versa.

IV. SECONDARY CONTROL SYSTEM FOR REGULATING

THE MICROGRID FREQUENCY

Fig. 4 shows a typical SCS implemented using a PI con-
troller. It is assumed in this case that the communication
channel has a delay of τd seconds. It is important to high-
light that, unlike the delays usually used in power electronic
system (which are in the order of μs), communication delays
can easily achieve values in the order of milliseconds or
even tens of milliseconds [35], [36]. The SCS usually requires
a PLL to estimate the MG operating frequency ωi and a con-
troller to process the error between the nominal frequency
ωn and ωi. This is shown in Fig. 4, where the SCS is enclosed
in a dashed box.

Notice that in Fig. 4, the dynamics of the fast primary con-
trol system are neglected. Therefore, assuming that the control

Fig. 4. Conventional SCS to regulate the frequency.

systems are decoupled, the characteristic equation of the SCS
is obtained as

1 + e−sτd GpGcH = 0 (8)

where e−sτd is the transfer function of the communication
delay; Gc is the PI controller; H is the PLL transfer func-
tion; and Gp is the system plant. Using (8) and some linear
design control techniques as Bode or Evan’s root locus, the
controller can be designed. However, the decoupling between
the SCS and the primary control system can only be assumed
when the SCS is well designed and tuned, i.e., (8) is only
valid when ωoi (see Fig. 4) could be considered as an external
disturbance to the SCS. Moreover, if the communication delay
is uncertain and changes in a relatively large-operating range,
a conventional controller (usually a PI) could not be robust
enough to ensure good and stable operation of the SCS in all
the operating conditions.

As mentioned before, in this paper two robust control
strategies are studied as alternatives to the PI controller:
a PI controller enhanced with an SP, and an MPC strategy.
The SCS depicted in Fig. 4, which is based on a PI controller,
is considered as the base case for this paper.

A. Controller Based on Smith Predictor

A block diagram of a PI controller enhanced with an SP is
shown in Fig. 5. The complete control system is enclosed in
the dashed box at the bottom of that graphic.

To implement the SP, good estimations of the transfer func-
tions of the plant (Ĝp(s)) and delay (Ĝd(s)), in a typical
operating point are required.

Using Fig. 5, the closed loop transfer function between ωi(s)
and ωn(s) is

ωi(s)

ωn(s)
=

PI(s)Gp(s)Gd(s)
1+PI(s)Ĝp(s)Ĥ(s)

1 + PI(s)F(s)
1+PI(s)Ĝp(s)Ĥ(s)

(
Ĝp(s)Ĥ(s)Ĝd(s)− Gp(s)H(s)Gd(s)

) .

(9)

Assuming Ĝp(s)Ĥ(s)Ĝd(s) ≈ Gp(s)H(s)Gd(s), the transfer
function of (9) is simplified to

ωi(s)

ωn(s)
= PI(s)Gp(s)Gd(s)

1 + PI(s)Ĝp(s)Ĥ(s)
. (10)
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Fig. 5. Frequency secondary control with an SP controller.

Therefore, when good estimates Ĝp(s), Ĝd(s), and Ĥ(s) are
used, the delay e−sτd does not affect the closed loop charac-
teristic equation [i.e., the denominator of (10)]. Using (10), it
is simple to design a controller using some of the well-known
methods reported in the literature. To improve the controller
performance when operating with a nonexact plant model (or
unknown system delay) a low-pass filter could be used in the
SP feedback [37], [38].

B. Model-Based Predictive Controller

The model-based predictive control is based on an opti-
mization of the future system behavior with respect to the
future values of the control actions [39], [40]. For the MPC
proposed in this paper, a discrete model of the system is
used to predict the future behavior; and a set of future
control actions are calculated by optimizing a cost function
with constraints on the manipulated and controlled variables.
An explicit solution can be obtained if the cost function
is quadratic, the model is assumed linear, and there are no
constraints.

In this paper, predictive control is proposed to implement
the SCS in order to mitigate the stability issues produced by
the delays, as shown in Fig. 6. In particular, good design
of MPC systems allows dealing with variable and uncertain
delays [40].

The cost function used in this paper is given by

J =
N2∑

j=N1

[
ωPLL(t + j|t)− ωn

]2 + λ

NU∑

j=1

[
	u(t + j − 1)

]2 (11)

it generates the control action ωs at the SCS output. The first
term minimizes the tracking error between the prediction of the
measured system frequency and its set-point ωn, and the sec-
ond term minimizes the control action effort. λ is an weighting
factor value, which in this paper has been selected to obtain
similar SCS bandwidth for MPC to that achieved for the other
SCS strategies studied in this paper. N1 and N2 are the mini-
mum and maximum prediction horizons, respectively, and NU

is the control horizon [40].

Fig. 6. Frequency secondary control with an MPC controller.

To obtain the prediction of the system frequency required for
the MPC designed, as shown in Fig. 6, the following expres-
sion is used:

ωPLL = HGpe−τdsu (12)

where u is the control action of the MPC secondary frequency
control. Equation (12) could be discretized and represented as
an auto regressive integrated with exogenous variable model
given by [40]

ωPLL(t) = B
(
z−1

)

A
(
z−1

)u(t − 1)+ ξ
(
z−1

)

	
(13)

where A(z−1) and B(z−1) are polynomials, 	 = 1 − z−1 and
ξ(t) is assumed as white noise. The term (ξ(z−1))/	 repre-
sents unknown disturbances. Therefore, minimizing (11) with
the model defined in (13), the resulting MPC control action is

	u(t) = P
(
z−1

)

Q
(
z−1

)ωPLL. (14)

P(z−1) and Q(z−1) are polynomials obtained from the analyt-
ical solution of the minimization of J.

From (13) and (14), the characteristic equation of the SCS
based on an MPC strategy is obtained as

A
(

z−1
)
	Q

(
z−1

)
− B

(
z−1

)
z−1P

(
z−1

)
= 0. (15)

V. STABILITY ANALYSIS

As mentioned above, the performance of the proposed
control systems is analyzed considering the dynamic perfor-
mance of the SCS and the performance in the presence of
uncertainties in the communication delay. In this paper, the
symbol L denotes the delay, which has been assumed for
SCS designing purposes; while the symbol τd stands for the
real-communication delay.

To study the stability of the system, the state equations asso-
ciated to the primary and secondary control are derived in
this section. For each SCS algorithm (designed with a given
delay L), the maximum plant delay, τd, for a stable system is
calculated.

The state equations for the primary control loops have
already been discussed in [30] and [32]. For completeness,
a brief analysis is presented in the next sections.
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A. Primary Control System

The modeling is obtained from the MG topology of Fig. 2.
The voltage and currents are represented as vectors in α-β or
d-q coordinates, for example

ioi = ioiα + jioiβ (16)

ioie
−jθei = ioid + jioiq (17)

ioi = (
ioid + jioiq

)
ejθei (18)

where θei is obtained using (7). In this paper, the state equa-
tions of the MG are obtained using d-q coordinates. The state
equation of the voltage/current control systems depicted in
Fig. 3 are not included in this section, because they are con-
sidered well known. Moreover, only the equations of DGR i
and those describing the transmission line dynamics are pre-
sented below. The state equations corresponding to inverter j
are similar. However, to transform from α-β to d-q and vice
versa, the angle θej instead of θei has to be used.

1) Dynamic Related With Inverter “i”: The state equations
describing the dynamic of the inverter output current, filter
capacitor voltage and load current are [32]

	iinvid = ωi	iinviq + Iinviq	ωi − Rfi

Lfi
	iinvid

+ 	vinvid

Lfi
− 	v0id

Lfi
(19)

	iinviq = −ωi	iinvid − Iinvid	ωi − Rfi

Lfi
	iinviq

+ 	vinviq

Lfi
− 	v0iq

Lfi
(20)

	iċid = ωi	iciq + Iciq	ωi − Ri

Li
	icid + 	v0id

Li
(21)

	iċiq = −ωi	icid − Icid	ωi − Ri

Li
	iciq + 	v0iq

Li
(22)

	v̇0id = ωi	v0iq + V0iq	ωi + 	iinvid

Cfi
− 	i0id

Cfi
(23)

	v̇0iq = −ωi	v0id − V0id	ωi + 	iinviq

Cfi
− 	i0iq

Cfi
. (24)

2) Transmission Line Dynamics: The dynamic of the cur-
rent ioi − ici are described by the following state equations:

	i0̇id = ωi	i0iq + I0iq	ωi − Rl

Ll
	i0id +

(
1

Ll
+ 1

Li

)
	v0id

− 	v0jd

Ll
+

(
Rl

Ll
− Ri

Li

)
	icid (25)

	i0iq = −ωi	i0id − I0id	ωi − Rl

Ll
	i0iq +

(
1

Ll
+ 1

Li

)
	v0iq

− 	v0jq

Ll
+

(
Rl

Ll
− Ri

Li

)
	iciq. (26)

3) State Equations for Droop Control: Before obtaining
these state equations, linearization of (5) is required, that is

Pi = k
(
vinvidiinvid + vinviqiinviq

)
(27)

	Pi = k
(
	vinvidIinvid +	vinviqIinviq

+ Vinvid	iinvid + Vinviq	iinviq
)
. (28)

The state equations are obtained from (2), (6), and (7) as

	Ṗif = ωc	Pi − ωc	Pif (29)

	θ̇ei = 	ωs − mpi	Pif . (30)

B. Secondary Control With SP Strategy

Using Fig. 5, it can be shown that the dynamic behavior of
the SP-based SCS is given by the following expressions:

ωi = ωs + ω0i = ωs + ωn − mpiPif (31)

ωs = GdGpPIe (32)

e = ωn − (
ĤĜpPIe + F

(
Hωi − ĜpĤĜdPIe

))
. (33)

Using (31)–(33), the secondary controller is described by

ωs
(
1 + ĤĜpPI − FĜpĤĜdPI + GdGpFHPI

)

= (
GdGpPI − GdGpFHPI

)
ωn + GdGpFHPImpiPif .

(34)

Considering Ĥ = H, Ĝp = Gp = 1, Gd = e−τds,

and Ĝd = e−Ls, the state space representation is derived.
Then, the state space model for the secondary control can be
represented by

ẊSSP = AFSPXSSP + BFPSP Pif . (35)

Matrixes AFSP and BFPSP are presented in Appendix A.
Therefore, the state space model of the MG of Fig. 2,
considering the SCS shown in Fig. 5, is given by

X = [
XT

1 ,XT
2 ,XT

sSP

]T
(36)

Ẋ = ASPX (37)

with

X1 = [
	δ1,	P1,	Q1,	φ1dq,	γ1dq,	Ic1dq,	Iinv1dq,

	V01dq,	I01dq
]T

X2 = [
	δ2,	P2,	Q2,	φ2dq,	γ2dq,	Ic2dq,	Iinv2dq,

	V02dq,	I02dq
]T

and

XSSP =
[
	ω

(4)
s 	

...
ωs 	ω̈s 	ω̇s 	ωs

]T
.

C. Secondary Control With MPC Strategy

For the MPC, the closed loop transfer function is obtained
replacing (15) in (14)
(
	A

(
z−1

)
Q

(
z−1

) − B
(
z−1

)
z−1P

(
z−1

))

Q
(
z−1

) ωPLL

= 	A
(
z−1

)
BH

(
z−1

)

AH
(
z−1

) Pif . (38)

Equation (38) is transformed to the continuous domain and
the state space model is derived as

ẊPLLMPC = AFMPC XPLLMPC + BFPMPC Pif

Y = CFMPC XPLL + DFPMPC Pif . (39)
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TABLE I
CONTROLLERS CHARACTERISTICS OBTAIN

WITH SMALL SIGNAL ANALYSIS

Considering MPC, the state space model of the MG and
primary/SCSs is given by

X = [
XT

1 ,XT
2 ,XT

sMPC

]T
(40)

Ẋ = AMPCX (41)

where X1 and X2 have been defined above. The vector XSMPC

is defined as

XSMPC =
[
	ω

(6)
PLL 	ω

(5)
PLL 	ω

(4)
PLL 	

...
ωPLL 	ω̈PLL

	ω̇PLL 	ωPLL

]T
.

D. Eigenvalue Analysis

To study the stability of the system, the state space mod-
els for the primary and secondary control with SP and MPC
strategies are considered. Specifically the eigenvalues of the
matrices ASP and AMPC are determined (see Appendix A).
Then, participation factor analysis is used to associate each
eigenvalue to its most relevant system state. Analytically, the
participation factor FPij, which relates the eigenvalue j with
the state i, is given by

FPij = φijψji (42)

with φj the right eigenvector associated to the eigenvalue j and
ψj the left eigenvector associated to the eigenvalue j.

The controllers to be studied in this paper are tuned for
an MG with the parameters presented in Appendix B. The
resulting controller parameters are presented in Appendix C. In
Table I, the natural frequency ω; the bandwidth BW; the damp-
ing factor ξ ; and ts the settling time are presented. These
values have been obtained using participation factor analysis.
The design have been realized considering a delay L = 0.1[s].
Notice that the secondary controllers have been designed with
similar bandwidth, in order to allow a comparison on similar
basis.

The robustness of each secondary control method is studied
using small signal analysis. The controllers are designed for
L = 0.1[s] and for each SCS strategy the maximum delay
τdmax which allows a stable system is calculated. These values
are depicted in Table I (see τdmax). Notice that the MPC is
more robust allowing a maximum communication delay of
τdmax = 1.11[s].

In Figs. 7 and 8, the system eigenvalues are shown, for
the SCSs based on SP and MPC. The variation on the eigen-
value positions respect to the variation on the communication

Fig. 7. (a) Poles movement due to an increase in the plant delay working
with SP. (b) Zoom of the poles movement.

Fig. 8. (a) Poles movement due to a change in the plant delay working with
MPC. (b) Zoom of the poles movement.

delay is plotted. The arrows indicates increasing values of τd.
For both control methodologies, it is observed that the poles
near the origin are the ones associated to the SCSs. Therefore,
these are the poles producing unstable behavior, when the
communication delay is increased beyond τdmax.

VI. SIMULATION EXPERIMENTS

Beside of the stability analysis, simulation work has been
used to study the dynamic performance of the MG depicted in
Fig. 2, considering the SCSs proposed in this paper. A more
detailed view of the MG used in the simulation work is
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Fig. 9. MG used in the simulation work presented in this section.

TABLE II
MG PARAMETERS

depicted in Fig. 9. The parameters used in the simulation work
are shown in Table II.

Again the SCSs are designed for a given value of L, and
tested for several communication delays τd.

A. Performance of the Primary Control System

The results presented in these sections are obtained for
a designed delay L = 0.1[s]. The SCS are tested considering
a plant delay of τd = 0.1[s].

Fig. 10 shows the primary control results for active
power and voltage using PI, SP, and MPC strategies in the
SCS. Fig. 10(a) shows a load step connection achieving 85% of
the maximum load capacity of the system and Fig. 10(b) cor-
responds to a load disconnection from 85% to 50% of the
maximum capacity. More information about these power steps
is presented in Table V.

From Fig. 10, it is concluded that there is virtually no
difference in the performance of the primary control system
when different secondary control methods are used. This vali-
dated the design strategy because the control loops have been
designed for decoupled operation and this is achieved by all
the SCS strategies studied. Fig. 10 shows that both inverters
generate the same active power even though the loads con-
nected in parallel to each of them are different. This is due

Fig. 10. Active power in inverter 1 (solid line) and inverter 2 (dashed line)
for (a) load connection and (b) load disconnection (τd = 0.1[s]).

to the use of the same droop control slope in both inverters.
In addition, Fig. 10 shows that the settling time of the active
power is approximately 0.05[s], which is well approximated
to the settling time of ts = 0.06[s] obtained from the small
signal model analysis.

The tests corresponding to Fig. 10 have been repeated con-
sidering controllers designed for L = 0.1[s] and τd = 0.6[s].
Again, the performance of the primary control system is good
and the time response obtained from these tests are very sim-
ilar to those depicted before. Therefore, it is concluded that
unless the real part of the eigenvalues are very close to the
right half-plane, the performance of the primary control system
is adequate and fully decoupled from the SCS performance.

B. Performance of the Secondary Frequency Control With
Uncertainties in the Communication Delays

The parameters of the designed secondary frequency con-
trollers are presented in Appendix C (see Table VII) for
nominal delay times of L = 0.1[s] and L = 0.2[s]. In this
section, the dynamic performance of the SCS strategies is
presented and their robustness analyzed.

The results obtained for the SCS implemented with PI, SP,
and MPC strategies are depicted in Tables III and IV. In these
tables, MOV is the percentage of overshoot; ts is the settling
time; and JT is an error index given by

JT = Jf + λJU (43)

Jf = 1

Tsim

N∑

k=1

(ω(k)− ωn)
2 (44)

JU = 1

Tsim

N∑

(k=1)

(ωs(k)− ωs(k − 1))2 (45)

where λ is the parameter used in the predictive control; and
Jf and JU are terms associated to the regulation and con-
trol of the system, ω, ωs, and ωn are the system frequency,
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TABLE III
SECONDARY FREQUENCY CONTROL WITH L = 0.1[S]

TABLE IV
SECONDARY FREQUENCY CONTROL WITH L = 0.2[S]

the SCS output, and the nominal frequency respectively;
Tsim is the simulation time; and N is the time period.

From Table III, is concluded that for a designed delay
L = 0.1[s] and an increasing plant delay τd, the overshoot-
ing, the settling time, and JT increase for all the controllers.
For the case of the MPC, the change in JT is smaller, allowing
the system to maintain stable eigenvalues for a wider τd range.

Moreover, from the results shown in Table III it is con-
cluded that the PI strategy cannot be used (because of stability
issues) for a delay τd = 0.7[s], while the SP cannot be used
when the delay is τd = 0.9[s]. These values are comparable
to those obtained using small signal stability analysis, which
are discussed in Section V-D (see τdmax in Table I).

It was expected to obtain the lower JT with the MPC-based
SCS, because this controller is usually designed to minimize
this index, nevertheless, SP has lower values of JT for a nom-
inal τd. This is due to the fact that the predictive control
system presented in this paper has been designed to obtain
the same bandwidth of the other SCS strategies; i.e., it has
not been designed to minimize JT as it is typical for this
controller family. Nevertheless, as the delay τd increases, the
JT obtained with MPC becomes considerably lower than that
obtained using the other control strategies.

Table IV presents the results for the designed delay L =
0.2[s] tested with different plant delays. From this table, it
is concluded that the settling time increases as the plant
delay decreases. Notice that (when the delay is lower than that

Fig. 11. Frequency from inverter 1 (solid line) and inverter 2 (dashed line)
for a load connection with plant delay (a) τd = 0.1[s], and (b) τd = 0.6[s],
for a load disconnection with plant delay (c) τd = 0.1[s], and (d) τd = 0.6[s],
and (e) for a load connection with τd = 0.01[s] and L = 0.2[s].

used for designing purposes) the PI control strategy achieves
the lowest settling times for all the cases followed by the SP
and the MPC.

Fig. 11 presents the frequency for both inverters under
a load connection [see Fig. 11(a), (b), and (e)] and load discon-
nection [see Fig. 11(c) and (d)] for a plant delay τd = 0.1[s]
[see Fig. 11(a) and (c)], τd = 0.6[s] [see Fig. 11(b) and (d)]
and τd = 0.01[s] [see Fig. 11(e)]. From Fig. 11(a) and (b),
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it is concluded that the robustness of the MPC strategy is
higher than that of the other SCSs. As shown in Fig. 11(b),
there are almost no oscillations for the MPC-based SCS, for
a delay τd = 0.6[s], while the other control strategies have
a noticeable oscillating behavior.

Finally, comparing Fig. 11(a) and (c), it is concluded that
the dynamic performance is very similar for the cases of a step
load connection [see Fig. 11(a)] and step load disconnection
[see Fig. 11(c)].

VII. CONCLUSION

In this paper robust control methodologies for the secondary
control of MGs have been presented. Two new SCS strate-
gies based on SPs and MPCs have been analyzed and tested
using small signal analysis and simulation work. These control
strategies have been designed to operate in MGs with variable
and unknown communication delays with robust performance.

For the PI, SP, and MPC strategies, the maximum delay
achievable without obtaining unstable eigenvalues has been
calculated in several operating points. From the stability anal-
ysis is concluded that the most robust performance is obtained
using SCSs based on MPCs.

A minor disadvantage of the MPC strategy is that the
dynamic performance of this control method is slightly slower
when compared to the PI and SP-based SCSs when the design
delay L is close to τd. However, the MPC-based SCS is
considerably more robust in terms of maximum delay allowed.

Due to the robustness of the controller, it is concluded that
MPC-based SCS are the recommended control family to oper-
ate in systems where the communication delay is unknown
with large variation values.

APPENDIX A

SP SECONDARY CONTROL MATRICES

The matrices associated to the SP control as mentioned in
Section IV-B are the following:

AFSP =

⎡

⎢⎢⎢⎢
⎣

a11 a12 a13 a14 a15
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

⎤

⎥⎥⎥⎥
⎦

BFPSP = [
1 0 0 0 0

]T

where a11–a15 are shown at the bottom of this page.

TABLE V
LOADS VALUES

TABLE VI
PRIMARY CONTROLLERS VALUES

TABLE VII
SECONDARY CONTROLLERS VALUES WITH

SAMPLING TIME T = 0.02[s]

APPENDIX B

MICROGRID PARAMETERS

In Table V the load values for the two cases analysed are
presented.

APPENDIX C

CONTROLLERS VALUES

In Tables VI and VII the values of the controllers used in
the primary and secondary control systems, respectively, are
presented.

a11 = −Lττd + 2LττPLL + LτdτPLL + 2ττdτPLL + KpLττd

LττdτPLL

a12 = −2Lτ + Lτd + 2LτPLL + 2ττd + 4ττPLL + 2τdτPLL + 2KpLτ + KpLτd + 2Kpττd + KiLττd

LττdτPLL

a13 = −2L + 4τ + 2τd + 4τPLL + 4Kpτ − 2Kpτd + 6KpL + 2KiLτ + KiLτd + 2Kiττd

LττdτPLL

a14 = −4Kp + 4Kiτ − 2Kiτd + 6KiL + 4

LττdτPLL

a15 = − 4Ki

LττdτPLL
.
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