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Lidar Design, Use, and Calibration Concepts for
Correct Environmental Detection

Martin D. Adams Member, IEEE

Abstract—The useful environmental interaction of a mobile a sealed black box, and used to attain some form of reliable en-
robot, is completely dependent on the reliable extraction of vironmental mapping. A view inside the black box is taken to
information from its immediate surroundings. A particular class gy how various design factors influence the data interpreta-
of sensors often now applied to this problem is the lidar (light . - . - . . .
detection and ranging) system. The aim of this article is to examine tion or indeed its mlsmterprgtatlon. AN overview (_)f the C_rUC|aI
the performance limits and sources of error in these sensors at components of an AMCW lidar sensor is given in Section I,
their design and calibration stages and during their general use. A the design of which are used to optimize a real engineering im-
framework, aimed directly at optimizing the quality of the output  plementation and resulting use of such a device. The intended
information, for use in mobile robot navigational algorithms, is 51 jication is mobile robot navigation, which is reflected within
given. The design concepts for producing correct range estimates - . - - - -
in the presence of a large dynamic range %120 dB) of surface the design c0n3|derat|(_)ns, in te_rms of size, scanning speed ar_1d
albedo is addressed. The performance |imi’[s’ which can be reachable area. The I|dar, which was deSIgned and tested in
expected in terms of systematic and random range errors, are the- this article, is a coaxial sensor, transmitting collimated, ampli-
oretically analyzed and modeled to provide a correct calibration  tyde modulated light into the environment via a single scanning
procedure. During this derivation, it will be shown that the naive mirror. This can be continuously rotated about a vertical axis,

determination of the sensor to target distance as a function of any d simult | t with t to a horizontal axis th
lidar's output signal, in general provides a false calibration. and simuitaneously swept with respect to a horizontal axis thus

The possible scanning speed and data sampling rates are deriveddiving limited 3-D coverage [6]. Since the device is coaxial, de-
as functions of a lidar's geometrical and electronic temporal design tection takes place in a direction retro to that of transmission,

specifications. Finally the issue of temporally averaging of several thus eliminating the disparity problem associated with triangu-
range values is demonstrated and it will be shown that under cer- lation methods [3]. Range estimation results from the phase dif-

tain quantified conditions, range variance reduction is possible. f bet the t itted and ived si Is. this bei
The text addresses the use of amplitude modulated continuous erence between the transmitted and received signais, this being

wave (AMCW) and time of flight lidars in general, but makes sev- defined modulo half the AMCW wavelength (15 m here).

eral references to a particular lidar design example, giving results Section lll takes an in depth view of the critical design fac-
and conclusions from an actual engineering AMCW lidar imple- 45 py defining ‘worst-case’ sensor to target parameters under
mentation. which lidar range estimation should just be possible. A theoret-

Index Terms—AMCW range estimation, lidar, sensing. ical relationship between the minimum detectable photocurrent,
the lidar’s transmitter power and the detector aperture is then de-
I. INTRODUCTION rived.

HE correct interpretation of the data produced by an Section IV presents the theoretical performance limits, re-

. S . é’ultlng from various noise sources, which can be estimated be-
sensor, scanning within indoor environments should begin . . .
; ! . : are electronic construction takes place. Section V explores the
with an analysis of its hardware design. Indeed the sources 0 : ) .
) . . : ; . causes of systematic range errors, which can cause problems in
electronic noise, nonlinear behavior, signal saturation, and even, . . . i .
. - mapile robot feature detection and matching algorithms. This
erroneous signals within a sensor should, at least, be known and. . . . .
o ) L §ection presents remedies for effectively reducing the dynamic
understood during its use or, ideally, minimized at the sensor’s . .
design stage range of the processed signals, and hence the nonlinear depen-

Many research institutions are now utilizifigar sensors for dence of the range estimate upon the received signal amplitude.

robot navigational experiments [1][3] and the motivation for MOSt f(lelatlére dste::tlon ﬁ”d ma;]p t;undmkg algqnthlms rely on
this work is from the experience gained in robot navigationgfatistically based algorithms, which make optimal state esti-
experiments, using commercially available sensors [4], [5]. Tﬁ%"’,‘tes' given noisy, uncertain sensor measurements. These re-
first aim of this article is to show how the design of the indidy'"® knowledge of the sensor uncertainty and therefore here,

vidual modules within a lidar sensor can affect the informatidi€ Use of the amplitude of a lidar's received signal is analyzed

extracted from such a device. This information is often sarfind related to the range variance. Provided both the range esti-

pled from the sensor's outputs, the sensor being assumed t e and the S|g.nal amplitude are gvanable, the uncert_amty of
each range reading can be determined, and made available for
such algorithms [8]. Therefore, the second aim of this article
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eling the phase locked loop (PLL), a tool often used for pha Ag
measurement, as a closed loop control system, an upper li ig'f’ft;f
for the scanning speed and temporally uncorrelated range ¢
acquisition rate is derived. f%gztli‘gn P e
Finally, Section VIII explores the averaging of several ranc 7 RS

estimates, recorded at high speed, for range estimation imprc Transmitted
ment, without loss of angular resolution. light
!
I
II. AMCW L IDAR MODULES \ Diffuse
! reflection

A brief overview of the modules used in lidars is now giver !
and for a more detailed analysis, the reader is referred to | AN
When suggesting methods for improving the quality of ranc N
estimates, specific references will be made to these modules___________ ,

Most of the literature to date emphasises the importance TEE=—_Ea i
a nOISE_ analysis b,efore d(_aS|gn takes place [9], [3], [10], [1]FJi' ..1. The variables which affect diffuse reflection according to Lambert’s
Indeed in general lidar design, whether a pulse must be dete e law.
and its amplitude measured, or a continuous signal reproduced,

the primary design objective should be low noise and not tU\ﬁweren is the receiver's efficiency. By entering ‘worst case’

exact reproduction of the aciual signal [12]. values off, p, andr into (1), the minimum current which must

As a resul.t Of. this I|te.rature_ Survey, anq the experiences faithfully detected can be derived, which, in the design spec-
the author with lidar design principles, the implementation of. cf‘ations here, is 4.0 nA. It can also be seen from (1) that the

. : i
usable AMCW ranging system can be considered to con3|str Eeived power is proportional tacos 6/+2. In indoor envi-

sixmajor gomponents, na_mely tf_teansmlttermodule_, receiver ronments, diffuse reflectance ratios can vary between approx-
module,_ signal compression unlt., relative phase d'scr'mmat?l[hately 0.02 for dark objects and almost 1.0 for white surfaces
pl:tput filter t;tagefanﬁ ricg 'Vid sgnal 6enve|ope detegtone [15]. As an example, if objects are to be visible to the sensor at
interconnection of which is shown in [6] incidence angle8® < 8 < 80° (i.e., near tangential reflec-
tion) and for range®.2 < r < 15.0 m, the received signal

IIl. CRITICAL LIDAR DESIGN FACTORS can have a dynamic range b20 x 10° : 1 or 124 dB. This

In order to gain an understanding for the systematic aigsue is considered further in Section V-A-1 where electronic
random errors, a review of the physics of reflection and sign@®@mpression circuits will be addressed, to cope with the actual
reception is necessary. When incident upon an opaque surfagssible dynamic range of the received signal.
light undergoes botlspecularand diffuse reflection simulta-
neously, and it is the diffuse component which dominates the V. PERFORMANCELIMITS—NOISE
range estimate, and which is of interest in lidar desiib].
If the transmitter produces an RMS radiant podrincident

component

To ensure that the above criterion can be met, the sources of

. noise and their possible reduction within the sensor’s receiver
upon a surface at an angleelative to the local surface normaly, st he addressed. The total noise current is primarily caused
(Fig. 1), the reflected power per steradian, in the dlrectlo&, the following four effects [6]:
retro to the incident beam iBs = Prpcosf/w, wherep is
the diffuse reflectivity, which is, in general, a function of the
transmission wavelength.

If the receiver aperture has an aréa and is situated a dis-
tancer from the illuminated spot (Fig. 1), then it subtends a

solid angleo = Ag/r?. The total power then received i3

1) ashot noisecomponent as a result of the photoreceiver’s
dark current idark—shot;

2) anoise current source dueawalanche multiplicatiorif
an APD is usedYi.pd;

3) ashot noisecomponent due to back ground illumination,

where ibg—shot;
4) ashot noisecomponent due to the induced signal current
P — ARPTp cos @ (1) itself; irecfshot-
&= 772 The total RMS noise current is then

ttotal (RI\'TS) = \/Zaark—sllot + 'szd + Il’%g—shot + Zfec—shot
IHorn suggests that Lambert’s cosine law is a reasonable approximation for (2)
many materials such as paper, snow and matte paint, when illuminated by a
point source, as in this case [13]. Different lighting such as uniform radiance or
hemispherical “skies” yield different brightness to surface orientation relation- It now remains to determine the minimum signal current

ships. Effects such axatterandspeckle caused by the random interference Ofamplitude which needs to be detected and selected from

coherent light waves from a diffusely reflecting object, also lead to deviation) ..
from Lambert’s cosine law [14]. Experiments in indoor environments with th‘f]e APD, and ensure that this is much larger than the RMS

particular lidar's range/amplitude data presented here, and the use of Lambdatal noise current defined in (2). This gives rise to a further
cosine law, have indeed produced albedo images similar in quality to black and

white photographs, suggesting that Lambertian reflection is a reasonable apFThese were the design specifications for the construction of the lidar used in
proximation for typical indoor surfaces [8], [6]. this article.
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question: “How high does the signal-to-noise ratio (SNR) nee g
to be for reliable range estimation?” By estimating the natur :] \
of the probability distribution of the phase (and hence range Py :
estimate, Brownlow derived an expression for the probability
that the error in a given range measurement is less than f
predefined value [11]. As would be expected, this probability > > L
value increases dramatically with increasing SNR, and indee i “““**“ )
for a 10-MHz modulation index, it can be shown that to achievt P y
99% confidence that all range measurements are within ] ]
tolerance of 1% of the maximum range, a minimum SNR of 3(
dB is necessary [6].

Reference [6] shows that SUbStitUting each individual nOi%. 2. The left plan shows a simple map of a laboratory environment

current estimate into (2) gives the result surrounding a lidar at the centre of the triangle shown. The right plot shows
a single 360 scan. Only the unadjusted range data is shown, and each data
o point is represented as a cross. Curved regions such as FG correspond to out
Ztotal (RMS) — V KB+ 2ql...B (3) of range depth readings, and are shown as crosses at 2.5 m from the centre of

the mobile robot.
where K is the mean square noise current per Hertz due to the
dark current, back ground illumination and avalanche multiplsome form of reliable amplitude control of the received signal,
cation and ig.485~** A?/Hz in this case. For an SNR of 30 dB,to ensure linear range estimation throughout the entire specified
the mean received current must be at least 32 times larger tgiamic range of the received signal, which was shown in Sec-

itotal (RMS) SO that tion 11l to be higher than 120 dB in the design specifications
presented.
Lree 2 32/ KB +2qI,...B. 4) Spurious ranges present themselves somewhat differently at

each pillar edge, a problem which can cause range edge detec-
The maximum quadratic solution féf.., which turns the above tors to fail [16], [4]. This occurs because the range estimate, at
inequality into an exact equality, corresponds to the minimuthe sensor’s output, results from a combination of the reflectiv-
received current necessary to attain the above defined coities, beam to target angles of incidence and ranges &lbob-
dence inthe range estimate. Itis clear from (3) that the noise cj#sets intersecting the projected optical footprint (known as mul-
rent is significantly reduced by minimizing the receiver’s bandiple path effects [4], [17]), and any “ghost” or internal leakage
width B. An ideal choice of receiver is therefore a simple tuneglath within the sensor. Depending on the particular optical foot-
resonant circuit as used in AM radios, with a resonant peakgint position, when the range output is sampled, the resulting
10 MHz [11]. This value must coincide with the minimum necrange estimate can vary tremendously, as [6] shows that the re-
essary detectable current from the design specifications (4.0 edived signal amplitude is considerably weakened. If the sample
here). Hence, it is therefore necessary to proceed with the vigas taken when one of the artifacts such as D or F dominated,
ceiver analysis by a range estimate geometrically between these artifacts (such as
1) adjusting the design parameters (receiver aperture skzeresults. Alternatively, if the ghost signal is higher than that
and sensitivity, transmitter power), or sensor specific@roduced by any artifact within the footprint, at the time of sam-
tions (maximum range requirement), such that the migling, points closer in range, such as those on the right-hand side
imum detectable current (4.0 nA) is greater tian this  of the lower pillar can result.

being the solution to inequality (4); 1) Dynamic Range CompressiofThe gain of the receiver
2) constructing a low-bandwidth receiver capable of sstage should be set such that the largest received signal, with
lecting this signal [11]. which the sensor is to function under its design specifications,
is linearly amplified meaning that no unwanted phase shifts are
V. CAUSES OF ANDREMEDIES FOR RANGE ERRORS produced due to saturation of its output signal. At the output

of this stage, weak signals can still be too small for use in the
mixing and phase discrimination stages of the sensor.

In most lidar systems, systematic range errors are reported tdechniques used in radar technology include the application
be of greater concern than random errors [16]. This is demaf-log-limiting amplifiers which guarantee minimal phase shift
strated in Fig. 2. The left plan shows a simple line model dfetween input and output over a very large input dynamic range
the environment surrounding the sensor (located at the centr¢laf]. This form of amplitude control is demonstrated in the two
the triangle). The right scan was recorded from a commerciatlyaphs of Fig. 3 where it can be seen that weak signals are lin-
available AMCW lidar sensor [5]. In order to demonstrate thearly amplified by the cascade of amplifiers, whereas strong sig-
effect of the large dynamic range of the received signal, a darkls are effectively clipped, whilst preserving the phase infor-
green piece of paper was mounted on the upper pillar betweaaation. The SL-531 log limiting amplifier for example, quotes
B and C. The remaining parts of the pillar between A and B armdmaximum phase shift between input and output of bMer
between C and D were white. Due to the differing amplitudes of,_ _ _ _ _

This results due to either direct electronic cross talk between the transmitter

th? received signals from each par.t Qf th_e pillar, a clear sygtegqa receiver or an optical path which exists directly between the transmitter and
atic range error has occurred. This indicates the necessity faiver. The detection and removal of these points is covered in [6], [16].

A. Systematic Range Errors
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| Fig.4. Calibration curves 1 and 2 for correct lidar calibration. The left graph
shows the range-voltage to actual range relationship (1 V = 3.00 m) provided the
target used produces a constant received signal amplitude. Note the ambiguity
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time (second) «1o7  interval of 15 m. The right graph shows that the sensor is extremely linear
for received signal amplitudes (which have been logarithmically compressed)
@ between 1.0-4.5 V (very small range error). It also provides the necessary range
High Frequency Reference and Compressed Received Signals correction for all possible received signal amplitudes.

o o o
N s O

zero crossings on thet axis of the received and transmitted sig-

. nals. Based upon a simple noise triangle analysis, the resulting

... range variance? (m?), varies with the received signal ampli-
-4 tudeV,. (volts) according to the following equation [6], [5]:

1 1j5 2 25 o2~ ﬁ : 1 : 452 (5)
time (second) X107 T 4r V. ¢
®) where is the modulation wavelength (30 m in the design ex-

Fig. 3. (a) Weak HF received signal and (b) strong HF received signal, af@mp|e here)a,% (VO|tS2) is the combined constant variance of

amplification by the log-limiting amplifier cascade. The reference signal is al . . i . .
shown in each case [(the larger sine wave in (a)]. Note that the peaks ofiﬁ@ electronic noise sources (quantified in Section IV), af]d

larger amplified received signal (b) are rounded. (m?) is the additive electronic noise range variance which results
afterthe amplification, mixing, and phase comparison stages.
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this corresponds to a range drift of 4.5 émhe important infor-

mation which remains in the lower graph, is the relative phase

between the reference and compressed received signal, which iEhis section considers the necessary procedures for de-

within 1.0° of that in the upper graph. termining thethree relationships necessary to provide a full
What ever form of dynamic compression is used, the mozdlibration of an AMCW lidar, namely, Calibration 1, the

important factor is that the phase information between the tra@$itput range voltage versus actual range; Calibration 2, the

mitted reference and the received light signals is affected migrroneously, internally induced, electronic phase (and hence

imally by the amplitude of the received signal, or is affected ifgnge) shift versus received signal amplitddend Calibration

a predictable and repeatable way. This issue will be addresSe¢he range variance versus received signal amplitude.

further in Section VI, where a correct calibration procedure for Calibration 1: To eliminate the varying effect of Calibration

VI. CORRECTCALIBRATION PROCEDURES

lidar sensors is explored. 2, it is essentialthat when initially calibrating range-voltage
versus range, the returned signal strength is held constant, by
B. Random Range Errors using, for example, different colored targets. This crucial factor

is often over-looked by mobile robotics researchers, employing

Although the receiver noise sources were presented in Sﬁgér sensors. The left graph in Fig. 4 shows an initial calibra-

tion IV, the propagationof noise through to the range estlmateﬁon of range-voltage versus actual sensor to target distance.

was not quant|f|_ed. This is now necessary for_l!dar Ca“bratlo'Fhis curve will only approach linearity, if optical and electronic
purposes, allowing the sensor to provide quantified range unCFr_kage between the transmitter and receiver is minimized [6].

tainty information for robot state estimation based navigation?eﬁ
algorithms. is graph offers a correct range-voltage versus actual range

The photodiode acts as a current source which producecS:aI|brat|on for a target at any range from the sensor, provided it

time varving current at the frequency of the modulating sian rFiaurns the signal amplitude at which the calibration took place.
Howeve)r/ a% shown in Sectionqlv a r):oise curent. 9 isg l'j}riitially, this calibration seems useless as, in general, targets will
’ o e &1 (rMmS) 1S ot course return varying received signal amplitudes within the

also produced. The noise in the amplitude of the received S'gﬂagir This is the reason that Calibration 2 is necessar
is not directly of interestin AMCW measurement systems, SinceCz.aIibration 2 The data boints in the right araoh o¥.Fi 4
the range estimate arises from the relative phase between tne ' P i ght grap rg. 2
show the error caused by the amplifiers within the receiver cir-

4In time of flight (TOF) lidars, the above problem is less pronounced, bauit relative to the initial calibration in the left graph. Various
still arises due to the finite rise time of the received pulse, as a function of the
received signal amplitude. The time at which the pulse is recorded depends oPAlthough this effect is reduced by dynamic range compression (Sec-
the exact point during its transition at which it was considered detected, atiwh V-A.1), it will not be completely eliminated, meaning that Calibration 2 is
requires the use of eonstant fraction timing discriminatdd.9]. in general still necessary.
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2 goo V,=1070V 2 goo Vv =0176V Fig. 6. Left: Signal amplitude (radial axis [volts]) versus sensor scanning
g —3034 g —3152 angle (degrees). Right: Lines of length,. centred on the range estimates. The
2 o e 2 o0 oo triangle in the right graph shows the position of the mobile robot. The dotted
g 200 - xgv 00 line represents a plan view of the actual environment.
P4 4
200
o2 andV,7. It should be noted that the range variance cannot in-

29 3 3.1 32 33 34 29 3 31 32 3.4 . . . .
Range (meter) Range (meter) crease without limit, since the phase measurement of an AMCW

range finder is defined modutar. Therefore the range is de-

Fig. 5. Histograms showsing the effect of different colored targets at a gi"ﬂ?lled modu|0)\/2 (15 m here) which is the ambiguity interval
range. All targets were at a true range of 3.00 m from the sensor. The sign

strength value¥’,, sample means and range standard deviationsare shown o6fan AMCW Iida_r (lef_t graph, Fig. 4). o
with each graph. The continuous curves show calculated Gaussian distributiond he use of Calibration 3 is demonstrated in Fig. 6 where the

with the same mean and variance as the discrete data. left scan shows the amplitude of the received signal in polar
coordinates (radial axis in volts) as a function of the scanning
m%rpgle (angular coordinate in degrees), and the right scan shows

relative to the emitted light beam, and sensor to target dista standard deviation in range (plotted in Cartesian form). The

will affect the returned signal strength [2@xperiment shows "'9ht scan shows lines of lengtv,., calculated from the re-
that the factors which affect the returned signal strength are iF—e'VEd amplltu_de in the left scan and (3), cen'Fred on the ac-
relevant as far as calibrating the sensor is concerned and itf#al range estimates themselves. The dotted line represents a
only the returned signal strength itself which is of importanc@ an view O_f the ac_:tual envwonment. The length of the line seg-
An analytical model for the right curve is not necessary hefBENtS in Fig. 6 gives a quantitative assessment of the uncer-
and would provide ngeneralinsight into the problem, as sim.- tainty asspmated .Wlth each range estimate, particularly useful
ilar sensors exist which use other circuits before phase detecﬁBhWe'ght'ng the influence of each range value for feature de-
[20], [5], [21], [15]. This calibration is essential for correctingtectlon purposes [6].
the range output of a lidar, and to our knowledge is often omitted
by mobile robotics researchers, which causes large mapping er- VII. POSSIBLE SCANNING SPEED
rors when weak or strong received signals are encountered fronThjs section provides the lidar user with a tool for deriving
the scanned environment. the speed at which range information can be faithfully sam-
Calibration 3: To establish the range variance as a functiggied from a lidar. In any lidar system, this derivation requires
ofthe received signal amplitude, 10 000 independent range mganodel of the range estimation electronics, and again here, ref-
surements were made of fixed targets with the sensor stationgfgnce will be made to thehase estimatioelectronics within
The histograms in Fig. 5 have horizontal axes showing the mgre AMCW process.
sured range, produced from the left calibration curve of Fig. 4, - A reliable tool for producing square waves locked in phase to
and vertical axes ShOWing the number denSity. Note that the (&‘ﬁ’nost any noisy periodic input Signa| is the PLL (See F|g 7)
tributions are normaliZEd, since the sum of the helghts of q‘lb derive the range Samp"ng constraints, the PLL must be ex-
the range measurements is constant (10 000 in this case). Alh@fined. A PLL can be modeled as a phase comparator, which
the histograms in Fig. 5 were produced from different targefgoduces a digital signal representing the phase difference be-
at a fixed range (3.0 m) from the sensor. As expected, differaffeen its two input signals. This signal is then low-pass filtered,
signal strength values correspond to different variances withidd used as an input tovaltage controlled oscillatofVCO)
the range values. Note that the distributions are apprOXimatwy'ich in turn can produce a square wave with frequency pro-

Gaussiart. Fig. 5 also shows the changes in the sample mepBrtional to the input voltage [23]. This can be used in a closed
of the ranges for different signal strengths, which must be com-

pensated for by Calibration 2.
These results can be used to determine the unknown constants

o, ando, in (5) and hence the numerical relationship between’Note that a TOF lidar will also produce randomly distributed range estimates
but the analysis should be based upon the finite rise time of the received pulse as
afunction of the received signal intensity. In general TOF lidars suffer more than
their AMCW counterparts if the received signal is weak as false detection, or no

SFor very weak received signals, it can be shown that the distributions afetection at all can result. An AMCW lidar will produce a noisy but consistent

Rayleigh in form [22], [6]. range estimate, assuming correct calibration [19].

combinations of target reflectance; orientation of target nor
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Fig. 7. Block diagram representation of the phase locked loop.
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loop system (as shown in Fig. 7) to produce a clean, locally pr: i o
duced signal, with the same frequency as the noisy input sigr : ) ; : :
(derived from the sensor’s amplified received signal) andaco ™o 100 200 300 400 500 600
stant relative phase relationship. time {second)

To ensure that the PLL is able to track the dynamic phag@.s. Reduced frequency reference and received signals (top graph) and their
variations of the received signal as the sensor scans, it is negresponding VCO outputs (bottom graph) for a weakly reflecting target at 7.0
essary to ana|yze the Iow-pass filter used in conjunction Wiﬁl]use’d in earlier expenments.'ln the Iower'graph, the output of the received

) . ignal’s VCO was recorded at five different times.

the phase detector and VCO. A schematic block diagram of t?le
PLL is shown in Fig. 7. The stability is improved if a ‘lead-lag’
low-pass filter is used meaning th@ts) in Fig. 7 has the form than 1-cm range error [11]. Applying this criterian,, is ap-

proximately 22 000 rad/s, meaning that a bandwidth of almost
_ (6) 3.5 kHz is necessary.
1+ s(11 +13) The range estimate, as a result of the frequency lock-in detec-
tion capability of the PLL, is demonstrated in Fig. 8 where the

wheres is the Laplace frequency variable aﬁﬂandTQ_ aretime top graph shows the received (low amplitude, noisy wave) and
constants, dependent on the components used in the Iead—?z%’g .
eférence signal from a target at 7.0 m. The lower graph shows

. . r
filter. If the gain of the phase comparator 46, and that of .
the VCO isK veq /s as shown in Fig. 7, the overall closed 100 the square wave outputs from the two VCOs running on separate

. : . O0B5| | 5. The reference ‘square’ wave has been shifted vertically
transfer function between the _pha_lse of the input sinuggid by 2.0 V to clarify them. The subsequent processing necessary
and the output square wayg,,; is given by: . X

to produce an analogue output proportional to range, simply
bout Kol p(1 + 5T2) . requires a suitab_le phase detection circuit with both of the_se

bin 211+ 13) + (1 + Do Ko k,) + KooK, () square waves as inputs. To demonstrate the effect of the received

noise, Fig. 8 shows the results recorded from the VCO outputs
which produces a classical second-order response to charaged#e different time intervals, these being superimposed upon
in the input phasep;,,, caused by actual range changes. Theach other in the lower graph. The smaller, highly noise-cor-
denominator of (7) can be arranged to have the standard faupted sine wave in the top graph is the received signal. It can
5% + 2¢wy,s + w2 where( is the damping factor angd,, the be seen in this graph that the time axis crossing of the received
natural frequency of the response. With knowledge of the pasgnal is ill defined due to its low SNR. This effect reproduces
sible speed at which the input phase can change with respies®|f at the outputs of the VCOs in the form of phase noise as
to time (i.e., rate of range change) and the desired settling tisteown in the lower graph of Fig. 8. Since this is a very weak
for the locally produced VCO output square wave, values fgignal it can be seen that a large phase uncertainty, and hence
¢ andw,, can be calculated and implemented by choosing thdtimately, range uncertainty results.
correct components in the lead-lag low-pass filter. The highestA “good” reflector placed 7 m away from the sensor, was used
frequency changes in range which need to be recorded coffta-the same experiment in Fig. 9. This time, the larger signal
spond to a change in full range (15 m) divided by the time neis the received signal in the upper graph, and once again the
essary for the scanning mirror to rotate through the effectiveceived signal’'s VCO output was recorded at five instants in
beam width of the light spot. The estimated beam-width of thigne relative to the reference VCO signal. It can be seen that the
lidar considered here, is 0.0067 rad, calculated by measuriige axis crossings are more clearly defined and the phase noise
the optical foot print diameter at maximum range. With a maxs greatly reduced.
imum mirror scanning speed of 2.5 revs/s for example, the timeAn estimate of the range simply results from low-pass fil-
between independent range measurements is 0.43 ms. Witkiing the output of the phase comparéatdtlearly this final
this time interval, it is necessary that all transient effects of th®ock in the range estimation circuitry requires an optimally set
second-order transfer function of (7) have reached an acceptahleoff frequency to yield the necessary measurement band-
level. Brownlow defined this “acceptable level” as the time pe-

riod ¢ = 37 /w,, after which any overshoot has reduced to less#Detailed methods for phase discrimination can be found in [6].

-2}
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015 Intormediate Frequency Reference and Recelved Signals fuse (white) reflector at 7.0 m. It can be seen that the ampli-

tude measurement is only at 2.0 V, however the 0-5.0-V scale

g allows for very large signals produced by specular reflectors
g °F such as mirrors or shiny metal, which can still produce valid
"—‘54’05 range estimates. Note that the range estimate, situated at 2.33
< -0.1

V appears almost noise free and, due to the relatively strong
: : signal amplitude gives a reliable, low noise range estimate. In
02 04 08 08 1 12 the middle graph, the target is substituted with a darker mate-
time (second) x10° . . . .

rial, again situated 7.0 m from the sensor. The detected signal

amplitude is approximately halved, whilst the range estimate
o remains at an average value of 2.33 V, although slightly more
] noise is evident. The lower graph in Fig. 10 demonstrates the
case of an extremely weak reflector (black felt), again situ-
ated 7.0 m from the sensor. This time the amplitude of the re-
ceived signal is only 1/20 of that of the good reflector, even after
5 oz v = = L -, semi-logarithmic amplification by the dynamic range compres-
time (second) x10*  sion module. The range estimate is almost random within the

0-5.0-V output boundary, although it can be noted that given

Fig. 9. Reduced frequency reference and received signals (top graph) and thej ; ~
corresponding VCO outputs (bottom graph) for a reflective target at 7.0 m us%ﬁbth time to gverage the range output, a reasonable range es
in earlier experiments. In the lower graph, the output of the received signatiénate would still result.

VCO was recorded at five different times.

Reference and Receiver Phase Locked Loop Outputs
6 T T T T T

)

Amplitude (volt)
o

|
n

L

VIII. A VERAGING OF RANGE DATA

5 T T T T T T
Target Material: Rough Metal
N EOTUURE SOV SO Target ) faterial: Rough | etal ] ) - _ _
ol i b Rangesign 4  Section VI quantified the range variance obigle range
2 : : : 5 ......{ sample. The lower graph in Fig. 10 suggests that, given enough
B EPRTT NP i Amplitede Signal 4 t|me,se\/era|range S|gna| Samp|e3 could be averaged to form a
% 00T o0 o o 0% oo o oor oo o S|_ngle range estimate with lower variance. To be of use in mo-
s time (second) bile robotic applications however, a lidar is usually used in con-
? 3 Target Material: Orange Plastic . 5 : 5 tinuous scanning mode, meaning that each range sample could
TS S D Target! faterial: Orange Plastic @] ,
Ssf P e P (R [ . Rangesignal -1 resultfrom a different environmental object. It was mentioned in
Sof “Amplinde Signal ] Section V-A however, that all lidars produce a finite optical foot-
o1 . ; : ; v » : 1 print, rather than an infinitesimal point, on the object(s) being
% 001 o0z 005 ooa 005 006 007 008 009 01 sensed. The sampled range data can therefore be considered to
§ L (s8COd) — be the output of a dynamic system, as no matter what range
: : Target Material: Black Felt oo . .
g R R AT S e Range Signal -+ changes actually occur, the range signal cannot change instantly
%3 ¥ B T | T N R TR Xt . ....... - because OftWO ConStraIntS
SLOWUMIA R AR A R T Vi W AN . . _ _
-%1 ISUURUUE DU SR VR S SURRSUUONL A A0 O SO SO SUUUNE A SOOUO R S i 1) Electronic Constraint: The output range signal is the re-
0 i Amplitude Signal sult of low-pass filtering the phase estimate and is there-
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

time (second) fore band-limited, thus limiting the speed at whisbw
range information can be sampled.
Fig. 10. Range and amplitude outputs for differing target reflectivities at a 2) Geometrical Constraint: Due to the finite size of the op-
g’f‘%d({?;‘ge (7.0m). The maximum range (15 m) corresponds to asignal output 44 footprint, the range signal results from the convolu-
o tion of all reflected light signals within the footprint, thus
lowering the angular resolution [6].

width, but at the same time minimize the high frequency phaseThe aim of this section is to manipulate these two effects to
noise at the output. Applying the same argument as above, tptimize the sampling and averaging of the range output. Con-
bandwidth of the low-pass filter should be chosen to allow fatraint 1 will be quantified to give the number of consecutive
the maximum possible range changes at the maximum mirsamples to be averaged, resulting in a single point with lower
scanning speed (2.5 rev/s here). The results of low-pass filterir@nge variance than the individual samples. Constraint 2 will
the output of the phase comparator for various targets, again gtien be quantified to ensure that no loss of angular resolution
uated at a range of 7.0 m from the sensor, are shown in Fig. t€sults in the new, lower density scan. This is important in ap-
The lower curve in each graph shows the amplitude estimatiécations such as feature extraction, where the location of edges
of the signal concerned. The graphs are scaled such that figeds to be known, with some precision, for mobile robot local-
range in each case corresponds to 0-5 V, which for the rarigation [6], [24].

signals corresponds to 0.0-15.0 m, and for the amplitude outpuQuantification of Constraint 1:It can be shown that if the
corresponds to the weakest and strongest received signals. 3&mapling time intervalA7 is much less than the low-pass filter
top graph shows the results obtained from a relatively good diime constant’s (high correlation between successive samples)
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In the design example?,;.. = 15.0 m,7F = 0.28 ms,b =
0.05 m (beam radius at 15-m range), meaning that the lower
limit for T;.... = 0.26 s. The 2-D scanning rate of 2 revs/s just
satisfies this so that no loss in resolution is observed in the right
scan of Fig. 11.

IX. SUMMARY

x (m)

Research with feature detection, localization and map
building algorithms in mobile robotics, has inspired a thorough
Fig. 11T-h 3[thrange dﬁta ShOI}Ning tf:je dcodmer of a rogm frohm a single 3{pvestigation into a commonly used sensor data source—the
e Shows 2 ecorded ot piis o 1 sectn *"ffar. Before the construction (or purchase) of any suich sensor
four horizontally scanned range points. ta%es place, it was demonstrated that the minimum detectable
current induced in the receiver, for a worst case target, can be
derived. The limiting factors, in the form of noise, attributed
to the receiver electronics, which oppose the reliable detection
of this current must be addressed. A theoretical quantification

relating the power of the transmitter (and hence eye safety);
(8) g ; )
N the sensitivity of the receiver (and hence sensor cost); the
. . . receiver aperture area (and hence sensor size) and the receiver
whereq,, is the standard de\_/|at|o_n of each individual Sampl%‘andwidth (and hence possible range sampling and scanning
For a single pole, low-pass filter, #AT’ < Ty, thenneg ~ 1 speed) can give the user an informed choice of necessary sensor
[15]. If however for a given application.

A solution for minimizing systematic range distortion as a
function of the received signal intensity was given. For reliable

negr & (nAT/2T;). Note that this result is only true fax7' < SENSOr data manipulation in general, an invaluable quantity is
T; and in any cases. can never be larger than the number t_he range variance. By considering the physm_:s of noise propaga-
of samples recorded. Hence if a target can be sampled such 14} from the receiver to the output range estimate, itis possible
the productn AT is greater thareT; an improvement in the to prowde_ a mod_el which produces a unique, provably_ correct
confidence in the range estimate results, sinceill be lower 'ange variance with each range value. An important point often
thana,.. overlooked by robotics researchers is that, in general, the naive
The above criterion was used to reduce the range errordftermination of the output range voltage from AMCW or TOF

Fig. 11 where two 3-D scans are shown after systematic rar{tjjé‘rs’ as gfun'ction of the actual sensor to target range, provides
error compensation (Section V1). The left scan shows a corrfef2/se calibration. _

of an environment containing cupboards and a chest of drawers? Simple second-order system which models the phase re-
each sample taken every 0.5f sensor head rotation (everySPONse of PLL systems to actual range changes between the
0.7 ms)? Every four of these were averaged to form a singR€NSOr and its target was used to derive the speed constraints of
data point in the right range map. The improvement in the ranfi¢ S€nsor as a function of the transmitted optical beam-width.
variance is evident. In this cag\7 = 2.8 ms. which is about _ Finally, an interesting potential results if it is possible to

ten times larger thaffi;, which in the design example is 0.28 msdénsely sample the range output, and average several range
corresponding to a filter cut-off frequency of 3.5 kHz. values to produce a single estimate. In this way, it is possible to

Quantification of Constraint 2:To produce these results withiMProve the range variance of a single range sample, producing
no loss of angular resolution, the time necessary to record ghdeSS noisy, lower density range scan. By manipulating the
full 2-D section of a scanlL..,, has a lower limit. This is be- geometry of a lidar's optlgal foqtp'rlnt, itis pOSSIble'to maintain
cause (for no resolution loss) the averaging should be restriciB§ Same angular resolution within the lower density scan, pro-
to a scanned area smaller than, or equal to, the optical footpr?ﬂf’,ed the geometrical and temporal constraints of Section VIII
i.e., expressed as a time constrainkT" < optical footprinttra- @€ adhered to.
versal time oot pring . FrOm geometrical considerations [6]

then the standard deviatién of the average of samples taken
at time intervalsA7 is

o

Op =

nAT > Tf ()]
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