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Coaxial Range Measurement—Current Trends for
Mobile Robotic Applications

Martin D. Adams Member, IEEE

Abstract—The useful environmental interaction of a mobile This article reviews two types of coaxial range measurement
robot is completely dependent on the reliable extraction of sensor, often used in mobile robotics research. During the past
information from its immediate surroundings. A review of some decade, a great deal of interest in light detection and ranging

of the most commonly used coaxial, active sensing methods in . . : . .
robotics is presented. A coaxial sensor results if the transmitter (LIDAR) systems is evident, and Section Il reviews the different

and receiver are geometrically arranged in a coaxial manner. Methods of LIDAR 53”?”‘9 anq presents results from working
Certain advantages of such configurations are discussed. examples used in mobile robotics.

First, optical sensors, in which a controlled light signal is trans- In Section II-A, the advantages of, and implementation is-
mgteql, are reV'er‘]’Wd(;’V'th_lr%SpeCt to the}'j ﬁplf_“cab'"ty (tjo mo_lgu_le sues involved in, coaxial sensor design are addressed in terms of
robotics research. A detailed overview of the literature describing - ¢, respondence and occlusion problems—terms which will be

light detection and ranging(LIDAR) systems for range measure- - - . S
ment in robotics is given. In any LIDAR design, the physics of re- explained. Subsequently, the physics of optical reflection is pre-

flection of light from various surfaces must be addressed. Specular sented, along with a quantification of the large dynamic range
and/or diffuse reflection results which greatly affects a sensor's of received signal intensities, which must be managed by these
ability to measure range. The issues of the type of reflection, dy- sensors (Section 1I-B).

namic range of t.he received signal strength, and crosstalk are ad-  pifferent LIDAR range estimation methods are explained in
dressed in relation to three popular LIDAR measurement tech- Section II-C. The effects of dynamic range and optical/elec-

nigues—time of flight and frequency/amplitude modulated contin- . . .
uous wave methods. tronic crosstalk on each technique, along with the advantages

A review of mobile robot research usingsound navigation and and disadvantages of the techniques themselves is discussed.
ranging (SONAR) is presented where processing algorithms are Range scans taken from such devices are presented and ana-
demonstrated for the correct interpretation of ultrasonic data |yzes to give insight into the applicability of each ranging tech-

recorded in indoor environments. Once again, to understand the ;6 References to working applications are also given with
data provided by ultrasonic sensors, a model of the reflection each technique

mechanism is required. Ultrasonic wave reflection is generally - .
dominated by specular reflections. Methods for the interpretation ~ Section II-D analyzes the effect of averaging range data over
of SONAR data, for correct target classification, and, hence, range time, for range estimate improvement. It is shown that a tech-
estimation are given, based on the acoustic reflection mechanism. nique is available for improving range estimates in this manner,
This requires SONAR scans of particular objects from multiple ithout loss of resolution in the resulting data. This method ma-
view points. Recent research has focussed on the use of arrays‘nipulates both the electronic constraints (in terms of the max-

of SONARS to eliminate the necessity for multiple view point . . o . -
scanning, for the classification of targets. Methods will be pre- IMum sampling speed of a band-limited signal) and geometrical

sented which adopt multiple SONAR transducers to allow target constraints (in terms of the optical foot print which is produced

identification and range estimation from a single view point. due to “spreading” of the light beam) in any LIDAR.
Where possible, actual sensor data is presented to highlightthe  No article on mobile robot sensing would be complete
review. without an analysis of SONAR since, due to their low cost
Index Terms—Range sensing, LIDAR, SONAR. and ease of use, these sensors have been exploited in mobile

robotics for more than 20 years.
Once again, Section IlI-A begins by considering the physics
of reflection of acoustic waveforms from various artifacts.
HE foundation for any form of intelligent mobile robotDue to the specular nature of SONAR, models can be pro-
navigation is based upon the perception of the environmefiiced which allow the automatic interpretation of the data,
by the robot. A sensor, or combination of sensors, accompanfesin targets such as walls, corners, edges and cylinders, and,
by algorithms capable of automatically extracting useful infosubsequently, the correct estimation of their range.
mation from it/them to make estimates about the current state ofnitial work in robotics with SONAR has concentrated on the
the robot’s environment are required. Many mobile robot navecognition of targets, which is necessary before range estima-
igational algorithms are based upon the acquisition of robotien can take place. This is based on the acquisition of data from
environmental object range information. multiple view points (Section I1I-B). Since this is rather a slow
process, recent research has focussed on the use of SONAR
Manuscript received September 9, 2000; revised December 20, 2001. F§ays for the classification of targetsithoutthe necessity of
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Received

occurs and is governed by Lambert’s cosine law. An example of
_ this is visible light (which has a spectrum of approximately 310
Scanning nm < A < 780 nm) incident upon a wall. Since, in this case,

mirror

light A < R, the surface roughness of most walls, diffuse reflec-
tion occurs. Alternatively, if\ > R specular reflection occurs,

Received N governed by Snell’s law. An obvious example of this is visible

light ' light incident upon an extremely flat surface—i.e., a mittor
This phenomena will be referred to again in Section Ill, when
SONAR sensors are discussed. In Fig. 1, the component of the
infrared light, which falls within the receiving aperture of the

Focussing sensor, will return almost parallel to the transmitted beam, for

lens distant objects.

Transmitter Recoiver B. Lambertian Reflection and Signal Reception

When considering reflection from distant targets, Nitetal.
presented a calculation of the received power expected at the re-
ceiver, based on Lambert’s cosine law [1]. When incident upon
Where possible, real sensor data has been used throughou?{hgpa.que surface, e,l light ray can undelsgecglarreflectmn
article to aid the understanding of the various methods Cover%ng:ordmg t,o Fregnel s laws, and_kdxﬁusereflechoq governed

y'Lambert’s cosine law. In practice, both occur simultaneously
and it is the diffuse component which dominates the range esti-
mate for mostindoor surfaces, and which is of interest in LIDAR

LIDAR sensors are active devices which eliminate ¢toe-  design.
respondence problem associated with range estimation from If the transmitter produces an RMS radiant pow#er, which
stereo vision, and can also eliminate thisparity? associated is incident upon a surface at an angleelative to the local sur-
with stereo vision and active triangulation systems. The lattfce normal (Fig. 2), the reflected power per steradian as a func-
can lead to occlusion of an illuminated object from the receivaion of the angled is
Disparity can be eliminated in LIDAR sensors by constructing
the device so that the transmitted and received light beams are Ig (1)
coaxial. In robotic applications, LIDAR sensors usually consist Q
of a transmitter which illuminates a target with a collimatediherep is the diffuse reflectivity of the surface, which is, in
beam, and a receiver capable of detecting the componentgeheral, a function of the transmission wavelength.
lightwhich is reflected essentially coaxially with the transmitted If the receiver aperture has an acéa and is situated a dis-
beam. Often referred to asptical radarsor laser detection tancer from the illuminated spot (Fig. 2), then it subtends a
and ranging(LADARs), these devices produce a range estimai®lid anglea given by
from the time needed for the light to reach the target and return.

Fig. 1. Coaxial light transmission and reception.

Il. LIGHT DETECTION AND RANGING (LIDAR)

_ Prpcosf

A mechanism sweeps the light beam to cover the required scene. o= A_;"-_ (2)
,
A. Coaxial LIDAR Operation The total power then received %, where
Light (usually near infra-red from an LED or laser) is col- AnPorpcosf
limated and transmitted from the transmitter T in Fig. 1 and Pr= n% 3)
wr

hits a point P in the environment. For surfaces having a rough-
ness greater than the wavelength of the incident light, diffugédieren is the receiver’'s quantum efficiency.

reflection will occur, meaning that the light is reflected almost It can be seen from (3) that the received power is proportional
isotropically. The physics of this reflection is fundamental tto p cos 6/72. Diffuse reflectance ratios can vary between ap-
LIDAR design, and will be addressed in Section 1I-B. The wavgproximately 0.02 for dark objects and almost 1.0 for white sur-
length of the light emitted is often in the range 800 to 1000 nrfaces [1]. Further, if, for example, in an indoor mobile robotic
meaning that most surfaces, with the exception of only high@xample, objects are to be visible to the sensor at incidence an-
polished reflecting objects, will be diffuse reflectors. This is begles0° < 6 < 80° (i.e., near tangential reflection) and for
cause, if the wavelengthof the emitted wave is much less tharrangesd.2 < r < 15.0 m (0.2 m being being a typical path
the roughnesg of the surface, then primarily diffuse reflectiondistance between the actual receiver and an object touching the

] ) sensor housing), the received signal can have a dynamic range

IThe correspondence problem in photogrammetry can be defined as the
problem of determining the pixels in two or more images, which correspond3|n, real situations, both types of surface occur in which case reliable and
to a particular point in the environment—a problem which must be solved fgntrustworthy range readings result. This is due to the unknown roughness of
range estimation. the surface encountered. This will affect the received signal amplitude which,

2Disparity results from the offset between two or more cameras (or a trams-turn, provides a measure of the range estimate reliability. This means that,
mitter and receiver) which can produce the problem where an object canfbesubsequent processing of the range data, the surface properties are, in fact,
imaged in one camera (or illuminated by the transmitter) but not in the other (melevant, and the signal amplitude alone quantifies the reliability of each range
is not visible to the receiver). value.
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Ag the echoed pulse to be received. The advantage of electro-mag-

;3’;?;32? netic pulse detection systems over their acoustic counterparts
is that the speed of light is practically independent of humidity

fé’ﬁ?é‘f,‘éﬁ e L- -~ and temperature, meaning that no error compensation is
hR required for the range calculation. In LIDAR systems, error

Transmitted ~ due to temperature variations and electronic crosstalk are more

light of a problem. In particular, the receiver, often an APD or
! photomultiplier tub€PMT), is very dependent on the operating
' Diffuse temperature. Electronics are required to compensate for this.
\ reflection A further issue is crosstalk between a transmitter and receiver,

component which can result from two effects.

1) Optical leakage—in which some of the transmitted light
signal is internally reflected and reaches the receiver.
2) Electronic leakage-in which, due to the relatively high

. _ _ _ _ _ . frequencies of the signals, part of the transmitted signal
E‘?V. 2. Variables which affect diffuse reflection according to Lambert’s cosine is electrically induced in the receiver.

Both of these leakage effects produce a “ghost” signal which
of 1.620 x 10%: 1 or 124 dB. Nitzan states in his work that thigvill corrupt range estimates particularly from weakly reflecting
dynamic range is, in practice, even higher, since at near norrtgets [9]. Methods for electronic and optical shielding in
angles of incidence, thepecularcomponent of the reflection LIDAR design are given in [10].
can be detected, since this component is then reflected in a neafarious applications which make use of one dimensional di-
coaxial manner with respect to the transmitted light beam [ZCt TOF LIDARS exist. A system from Schwartz Electro-Op-
Brownlow states that, at close ranges, the effective field of vigi§s calledAuto Sense Itietects moving cars from a fixed point
of the receiver must be taken into account and that the receitfl calculates their speed using a 50 W pulsed laser diode, and
power, predicted by Lambert's cosine law, is greatly over e@0 APD for high sensitivity [11]. The same company has also
timated, due to the inverse square relationship with the rang8roduced a system namstiield (scanning helicopter interfer-

[2]. In reality, therefore, considering diffuse reflections only, thENce envelope laser detector), which serves the purpose of de-
dynamic range will be less than the above estimate. tecting objects within a 60 m radius, hemispherical region below

Equation (3) is fundamental to the design of a LIDAR. |{he helicopter [_12]', ) . -
places in question the correct starting point for the design."deed. applications varying from “tree sensing,” for the de-

For example, if the aim is to operate avalanche photodiode tgcnon and automatic pesticide spraying of trees, to the detec-

(APD) based receiver at a low dc bias voltage (which improvgg n of foreign objects within a manipulators space for safety

. e : Lo purposes, are abundant.
its stability with respect to temperature), its responsivity will bB . . .
reduced, meaning that a higher value fof will be necessary TOF LIDAR systems are relatively expensive due to the high

to produce a detectable photo-current. This implies that tﬁgeed and precision of the electronics necessary for timing the

area of the photo-received,g and/or the transmitter powePy- pulsg transmsspn—receptlon time. qu mobile ropotlc range
) o sensing applications, where a resolution of a centimeter may
should be increased, yielding a larger and/or more expen

ShE required, electronics capable of resolving picoseconds is
sensor. necessary.
Potential sources of error in TOF systems include the fol-
C. LIDAR Range Measurement Methods lowing y

Three basic measurement categories dominate the market ofy variations in the speed of propagation—although in
commercially available LIDARs. The first, diretitne-of-flight electro magnetic systems this can be ignored, this is not
(TOF) measurement, measures the elapsed time for alight pulse - the case for acoustic systems (Section II).
to leave the transmitter and reach the receiver directly, first ver- 2) Uncertainties in determining the exact time of arrival of
sions of which appeared as early as 1983 [3]. A second method  the reflected pulse. As noted in Section II-B, the intensity
is thefrequency modulated continuous wg#¥&CW) approach of the received light pulse has a very large dynamic range
which measures the beat frequency between an FMCW signal  which is dependent upon the sensor to target distance and
and its reflection. For close range applications, and particularly  the surface reflectivity. This can result in a returned wave-
in mobile robotic applications, a simple means of determining  form that sometimes has very little resemblance to the

range is by measuring the phase shift betweeramaplitude transmitted pulse.
modulated continuous way&MCW) and its received reflec-  3) Inaccuracies in the timing circuitry used to measure the
tion. Variants based upon the AMCW method which use mul-  round-trip pulse time.

tiple transmitters to directly determine the orientation of objects, 4) Interaction between the incident wave and the target sur-

also exist and are explained in [4]. Other diverse variations of  face.

the above methods and some novel techniques are covered i@ver the past decade, SICK scanning TOF LADARS have

[5]-[8]. been used in numerous vehicle research projects, ranging from
1) Time-of-Flight (TOF) Pulse LIDARSTOF LIDARs underground mining [13] to road surface and kerb detection

transmit a pulse of light and directly measure the time taken fdr4]. are documented. To show some of the issues involved in
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Fig.3. The form of the received pulses from near and distant targets from Tt 300 200 100 o 00 200 300 a0 500
LIDARS.

Fig. 5. Plan view of the range readings recorded from the road surface. The
vertical axis points along the direction of the road and the horizontal axis points
across the road. Both scales represent distance in cm.
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Fig. 4. Road surface image and corresponding range points (crosses) reco zrop x x
from a SICK TOF LADAR. N x

260

the realistic detection of a light pulse, Fig. 3 demonstrates ] x
form of the received pulse from a close target (at about 3 20~

distance) and a more distant target, in an outdoor environme ,,,|  .* o

The instant in time when the pulse is considered detected car == TN e %X
seen to be ambiguous in Fig. 3. Various electronic methods ¢ #°[ o
be used to reduce this ambiguous effect. Vuylsteke has dem 0L

strated that the detected waveform has a finite rise time whi T 0 100 200 %00

depends upon the received signal intensity, which somewhat

. . . . . ig. 6. Plan view of range readings recorded from the road surface, with the
complicates the electronic construction of the receiver Smc{%)AR’s LASER intersecting the surface at about 3 m. The vertical axis points

constant fraction timing discriminatas required [15]. This de- along the direction of the road and the horizontal axis points across the road.
termines the detector threshold to be some specified fractionBefh scales represent distance in cm.

the peak value of the received pulse. This method functions well
with particular rise time characteristics of the received pulske seen that the curvature appears less pronounced—this is to be
meaning that not all returned waveforms, from any combinaxpected, due to the geometrical aspect ratio of the intersection
tion of target reflectance ratios, range and LIDAR transmitter tf the scanned LASER with the curved road surface. Second,
target angle of incidence, can be interpreted correctly, in terinswever, the range values along the surface, appear in groups of
of their exact time of reception. This is demonstrated in Fig.geverely distorted values. In this case, the received signal pulse
to 6. Fig. 4 shows an image of a road surface in front of @nplitude is high (close range, near normal angle of incidence
slowly moving vehicle. The black crosses, across the surfabetween road surface and LASER) and the sensor pulse detec-
are recorded range values from a SICK TOF LADAR, whickion electronics have been tuned to correctly interpret weaker
points downwards from the vehicle, so that the light beam inteeceived pulse waveforms (which result from the more distant
sects the surface at about 10m. range values in Fig. 5) rather than larger signals. This results in
Fig. 5 shows a plan view of the recorded range readings. Nale obscure range values shown in Fig. 6 as the time of detection
that the curve in the range values results from a quite extrewfethe pulse becomes distorted. Hence, even in TOF LIDARS,
curvature in the road surface. it is necessary to specify the dynamic range of received signal
Fig. 6shows the results of the same experiment, conduciatensity over which the LADAR can reliably operate.
with the sensor tilted more downwards, so that the range inter2) FMCW LIDARSs: The necessity for high speed electronics
section with the road surface is only at about 3 m. First, it caran be removed by transmitting a continuous wave of light en-
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frequency T 3) AMCW LIDARs: For close range applications, a simple
A ] = means of determining the time of flight of the light is by mea-
received signal suring the phase shift between amplitude modulated contin-

uous wavdAMCW) and its received reflection.

- These sensors should theoretically transmit 100% amplitude
time modulated light at a known frequency and measure the phase

tmnsmitte@j shift be_tween the transmitted and reflected signals. Fig. 8 shows

how this technique can be used to measure range. The wave-

length of the modulating signal obeys the equation- fA

wherec is the speed of infra-red light anfdthe modulating fre-

guency. For example, in an indoor application, one could choose

ergy. To measure range, it is possible to frequency modulate_ 10 MHz, giving A = 30 m. The range from the sensor to

the light produced by the transmitter meaning that a range of target is given by

frequencies is transmitted which varies linearly with time. This 9

principle is shown in Fig. 7, where the frequency as a function range = E)\ (6)
of time is

[Sa

Fig. 7. FMCW range estimation.

wheref is the electronically measured phase difference between
f)=fo+at (4)  the transmitted and reflected light beams, Artlde known mod-

) , ) , lating wavelength. It can be seen that the transmission of a
V\{hereq IS a c.onstant.and is the elapsgd yme. The rece'Vec};ingle frequency modulated wave can theoretically result in am-
signal is received a timé& after transmission and has a frebiguous range estimates since, for example 4f 30 m, a target
quency_variati_on with time_wh_ich is shifted a tirfealong the at a range of 5 m would give z,in indistinguishable phase mea-
time axis of Fig. 7 wherd” is given by surement from a target at 20 m, since each phase angle would

2 be 360 apart, an “ambiguity interval” of\ /2 therefore exists.
= = (®) Fig. 9 shows raw data recorded from an AMCW scanning
) ) } LIDAR, where the left scan shows the amplitude of the received
whered is the distance to target ards the speed of light. signal in polar coordinates (radial axis in volts) as a function of

By mixing and filtering the transmitted and received signalge scanning angle (angular coordinate in degrees), and the right
the beat or difference frequency results which is directly prezan shows the range output (plotted in Cartesian form) [10].
portional to range. Distance measurement is, therefore, as acgis actual hand measured environment is shown as the dotted
rate as the Ijnearity of the freqt_Jency variation over the countingas in the right figure, and the actual range data as points. It
interval. This type of modulation modulates the frequency @G, he seen that even the raw data provided by the LIDAR forms
a constant amplitude sinusoidal intensity variation. It is alsp,,4q representation of its environment. The left figure shows
possible, however, to frequency modulate the natural sinusoiﬂ@i amplitude as a function of the scanning angle in polar coor-
variation in intensity produced by a LASER diode. Advances i{finates, which corresponds to how much light was received at
wavelength control of LASER diodes now allow the wavelengt, -, bearing.
to be shifted by varying its temperature, a technique used previyjjier and Wagner first suggested a link between the received
ously in RADAR techniques. o ~ signal amplitude and the range uncertainty in AMCW range de-

FMCW LIDARs have found an application as an aid tQgction [18]. A complete model, providing range variance and
driving in the automotive industry. A company named Voradysiematic error, as a function of received signal amplitude and
Technologies has developed an FMCW system which can iioys other sensor electronic noise sources, was provided by
mounted on the front of a vehicle and measure the range fQjams in 1992 [19]. In theory, phase shiftin an AMCW LIDAR
and speed of, other traffic [16]. A low powered (50 mW), higlyaies with rangenly. However, in practice, the dynamic range
frequency (center frequency 24.725 GHz) modulated gun ot raceived signal intensity can introduce phase shifts within the
diode is used as the transmitter and the system is reported (qd&ver electronics. This can be accounted for and corrected
able to measure range up to about 100 meters. with correct calibration procedures [20].

~ An FMCW microwave sensor, again to aid driving in par- Regyits using the derived model mentioned above are shown
ticular with respect to the driver's blind spot, has been devek kg 10, where the left scan shows the amplitude of the re-
oped by “Safety First Systems Ltd.” This system adopts & mogksjyed signal as a function of the scanning angle (similar to the
ified FMCW technique, where the modulating frequency has,ironment in Fig. 9) and the right scan shows the standard
fo = 10.525GHz, and a 50 MHz bandwidth, to improve thejeyiation in range (plotted in Cartesian form). The right scan
resolution over conventional FMCW techniques [17].  ghows lines of lengtBo,., calculated from the range variance as

Relatively few FMCW LIDAR sensors exist, since it is, in fynction of received signal amplitude (left scan) derived from

practice, difficult to achieve a linear frequency-time optical, AMCW LIDAR physical model, centered on the actual range

transmission signal, which operates reliably about the higlimates themselves [19]. Again, the dotted line represents a
transmission frequencies necessary. Therefore, although many

radar systems adopt the FMCW pri”CiF"e_v optical Sensors ar@yote that the wave has to travel to the target and back meaning that the dis-
usually based on the TOF or AMCW principles. ambiguous measurable range\ig2.
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Fig. 8. Range estimation by measuring the phase shift between transmitted and received signals.
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Fig. 9. Left: Signal amplitude [radial axis (volts)] versus sensor scanning angle (degrees). Right: Range output shown as dots in Cartestas. choedina
triangle in the right graph shows the position of the mobile robot.
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Fig. 10. Left: Signal amplitude [radial axis (volts)] versus sensor scanning angle (degrees). Right: Lines of denggint2red on the range estimates. The
triangle in the right graph shows the position of the mobile robot. The dotted line represents a plan view of the actual environment.

plan view of the actual environment. The length of the line seguce a finite optical footprint, rather than an infinitesimal point,
ments in Fig. 10 gives a quantitative assessment of the unaanthe object(s) being sensed. The sampled range data can there-
tainty associated with each range estimate, particularly usefiote be considered to be the output of a dynamic system, as
for weighting the influence of each range value for feature dae matter what range changes actually occur, the range signal
tection purposes [10]. cannot change instantly because of two constraints:

1) Electronic Constraint: The output range signal is the re-
sult of low pass filtering the phase estimate and is there-
Given enough timeseveralrange signal samples can be av- fore band-limited, thus limiting the speed at whicaw

eraged to form a single range estimate with lower variance, but  range information can be sampled.

no loss of angular resolutioin the scan [2], [19]. In mobile  2) Geometrical Constraint: Due to the finite size of the op-

robotic applications, however, a LIDAR is usually used in con- tical footprint, the range signal results from the convolu-

tinuous scanning mode, meaning that each range sample could tion of all reflected light signals within the footprint, thus

result from a different environmental object. All LIDARSs pro- lowering the angular resolution [10].

D. LIDAR Data Improvement—Averaging Range Data
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Fig. 11. Three-dimensional range data showing the corner of a room from a single 3-D scan. The left scan shows all recorded data points fromnidersection u
consideration, and the right scan shows only one sample averaged from every four horizontally scanned range points.

The aim of this section is to manipulate these two effects fthe left scan shows a corner of an environment containing cup-
optimize the sampling and averaging of the range output. Cdmsards and a chest of drawers, each sample taken every 0.5
straint 1 will be quantified to give the number of consecutivef sensor head rotation (every 0.7 shsEvery four of these
samples to be averaged, resulting in a single point with loweere averaged to form a single data point in the right range map.
range variance than the individual samples. Constraint 2 wilhe improvement in the range variance is evident. In this case,
then be quantified to ensure that no loss of angular resolutiéi?’ = 2.8 ms, which is about ten times larger th&p, which
results in the new, lower density scan. This is important in apt the design example is 0.28 ms, corresponding to a filter cut
plications such as feature extraction, where the location of edgd&frequency of 3.5 kHz.
needs to be known, with some precision, for mobile robot local- Quantification of Constraint 2: To produce these results
ization [10], [21]. with no loss of angular resolution, the time necessary to record

Quantification of Constraint 1: It can be shown that if the one full two-dimensional (2-D) section of a scéi¢.,, has a
sampling time intervalA7” is much less than the low pass filtedower limit. This is because (for no resolution loss) the aver-
time constanf’; (high correlation between successive samplesjging should be restricted to a scanned area smaller than, or
then the standard deviatien of the average of samples taken equal to, the optical footprint, i.e., expressed as a time con-
at time intervalsAT is straint:n AT’ < optical footprint traversal timé oo prine. From

geometrical considerations [10]
Ty

= (7) stcan
Vel Tfootprint = (9)

WRIHa.X

9 |

whereg,. is the standard deviation of each individual sample.h b — optical footorint radi t .
For a single pole, low pass filter, if AT < 1%, thenneg ~ 1 whereb = optical Toolprint radius at maximum range,ay.
[1]. If, however Substituting fom AT in inequality (8) and resolving for the 2-D

scan timeZ.,,, gives

TLAT >> T (8) RmaxT
s Tican > ~—22L (10)
thenn.s =~ (nAT/2T}). Note that this result is only true for

AT < Ty and in any casej.s can never be larger than the ~ for the LIDAR used in Fig. 115,,.x = 15.0m, T = 0.28 ms,
number of samples recorded. Hence if a target can be samgled 0-05 m (beam radius at 15 m range), meaning that the lower
such that the produetAT is greater thag7’; an improvement limitfor Tica, = 0.26's. The 2-D scanning rate of 2 revs/s just
in the confidence in the range estimate results, sinceill be ~ Satisfies this so that no loss in resolution is observed in the right
lower thane,. scan of Fig. 11.

_The above criterion Was_ used.to reduce the range error iRgjyce the sensor head was scanning at 2 revolutions per second about its
Fig. 11, where two three-dimensional (3-D) scans are showatrtical axis.
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mobile robotics. The dashed lines show a simple line model of
the actual environment, and the solid line represents the actual
range data recorded from the ultrasonic sensor, the sensor itself
being positioned at the center of the crdss). At first sight,

the range map seems to be a poor representation of its environ-
ment. It will, however, be demonstrated that once the data is
correctly interpreted, certain useful information can be obtained
4 from SONAR.

A paper fundamental to the understanding of SONAR range
17 measurements in air, taken from a single transmit/receive
SONAR transducer, was presented by Kuc and Siegel as early
as 1987 [30]. In this paper, a qualitative model of SONAR
behavior was explained and some of the basic properties and
the physics behind ultrasonic reflection from various indoor

4 surfaces now follows.

=

-4

X (metres) A. SONAR—The Physics of Reflection

Fig. 12. SONAR range data recorded in a simple laboratory environment. The 1 N€ first point to be noted with SONAR is that no time of
dashed line corresponds to the actual hand measured environment and the figitht range value can be produced if the detected signal ampli-
line represents the SONAR range data, one point being recorded for every Ztﬁde does not exceed a preset threshold ¢alivéh the Polaroid
of rotation. . . . .
module, this threshold is automatically decreased as a function
of the time after the sound wave is transmitted [27], [28]. This
[ll. ULTRASONIC RANGE SENSING allows for the attenuation of ultrasonic radiation in air. Inter-

The introduction of the Polaroid SONAR range sensor asegl,tlng work by Birsel and Barshan addresses the effect of noise

focusing aid for Polaroid cameras sparked a trend within theon an ultra_somg echo’s a_mplltude using modeling methods
) . . . ._based uporvidential reasoning32].
mobile robotics community which made use of these devices A ,
Second, the longitudinal pressure wave emitted by an ultra-

for creating range maps in indoor environments, with articles, . . .
9 9 P ic transmitter has a wavelength of the order of several mil-

such as that from Koenigsburg, dating back as early as 1 S
o2 . ; lfeters. In general, when any wave is incident upon a surface,
[22]. Notable methods for robot navigation using Polaroid and ) : .
0 modes of reflection are possible, namespecularor dif-

other SONAR devices are also given in [23], [24], [13], [25]1' se as discussed in the section on optical reflection (Section Il

[26]. Indeed, their use has become so common, that an articl . .
. . : . . In general, both types of reflection occur simultaneously, but

on sensing methods in robotics would not be complete withouta : .
) . . ; e tendency to favor one mode of reflection over the other is
review of ultrasonic range sensors and the interpretation of thelr o
data ependent upon the wavelength of the incident wave compared

. . with the roughness of the surface.
The Polaroid device, and many of the other electro- Since SONAR has a wavelengthwithin the millimeter range

static/piezoceramic SONARS, operate using the time of flig g : .
(TOF) principle [27], [28]. In its most common form, it comesr(%e Polaroid device produces an ultrasonic wavelength 7

. S --mm), for most indoor surface3, > R and indeed specular re-
as a single transducer, which initially operates as a transmit

tT?ét:tion occurs. Hence, to visualize how SONAR “sees” its en-

transmitting an acoustic wave into the environment, and then o . : . . .
.vironment, it is easier to think of an optical line of sight range

switches its mode to that of a receiver in order to receiye : o :
; . . mder scanning within a hall of mirrors. Due to specular reflec-
the acoustic wave after reflection from an object. A ran

e . . . .
: , . ions, only readings which are recorded in a perpendicular sense
reading results when the returned echo’s amplitude excee

S a . .
: . . . L 0 inhdoor surfaces will be correct. Large angles of incidence be-
predefined value, this occurring a tin¥e after transmission. g g
The estimated rangeis then simply

tween the SONARSs center line and the surface normal produce
over estimates in range. This is because the sound wave un-
dergoes total internal reflection several times before eventually
T reaching the transducer. This explains the form of the SONAR
L (11) " scan data recorded in Fig. 12.

) o Another effect to be noted with SONAR is its beam width.
wherev is the speed of sound in air, assumed constant. By sc@jike most optical sensors, the transmitter and receiver of an
ning the SONAR sensor about a vertical axis, a 2-D polar cogjirasonic sensor aneot usually focused (an exception to this
dinate range map results. . being the work of Crowley, in which a SONAR is focused [33]).

Fig. 12 shows such a polar coordinated range scan takenrifs means that the first signal above the threshold amplitude re-
an indoor environment [29]. This data was recorded from @&jved anywhere within a certain conical region emerging from

single electrostatic transducer SNT device, which has a Mg transducer produces the range reading. For a given size of
imum range of 5m [28]. The characteristics, with respect to

beam width and frequency of the transmitted wave, are SimMsg,rshan has examined alternative methods for received waveform detection
ilar to those of the Polaroid SONAR, and many others used based on curve fitting. This will be reviewed further in Section 11l C [31].
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Fig. 13. Geometry of ultrasonic reflection in the vicinity of a wall. 15 1
transducer, the beam width or, more precisely, the acousticag  _,| % [\ \
ture of the sensor, increases in an inversely proportional sel : s ; . A s , }
. . s . X X 25 2 1.5 1 0.5 0 -05
with respect to the frequency of the emitted radiation. For e X (metres)

ample, one detailed model of the Polaroid SONAR package
shows—80 db receiver attenuation at angles-b12° at a fre- Fig. 14. SONAR range c{a@ points recorded as the transducer is scanned
qguency of 49.4 kHz (which corresponds to an acoustic wavk gssed two walls (marked “W).

length of approximately 7 mm) [34]. A consequence of this ef-
fectis demonstrated in Fig. 13. Although the transducer’s center :
line is aimed at an angle to the perpendicular of the nearby el dy /
wall, themeasuredlistance will bed,,,;; andnot d,.,.. for an- DR | /
gles—12° < % < 12°. This is because the first part of the
wave from the transmitted sound cone to return to the trans-
ducer travels along path OA and back to O anadalong path )
OBO. This explains the curved regions near the walls, visible in ﬁg”;ﬁ,’;‘imve
Fig. 12. This is demonstrated with real SONAR data in Fig. 14,
where the walls as “seen” by the SONAR are marked “W.” This
effect was noted by Kuc and Siegel, where they state

“For awall to be visible, the transmitter/receiver location  Fig. 15. Geometry of ultrasonic reflection within the vicinity of a corner.
within the space must have an unobstrugiedbendicular

prhojection to that wall.” e vt of the wal B. Target Classification from Multiple View-Point Scans
The curved regions produced in the vicinity of the walls (as This model of ultrasonic reflection in air has formed the basis

can be seen in Fig. 14) were referred ta@gions of constant . ) S
depth(RCDs) in Leonard's work [26]. Indeed, it was suggestefé’r most of the subsequent research in the field. Continuing the
. rr(_and set by Kuc and Siegel [30], it seems to be the norm that tar-

by Kuc and Siegel and Leonard and Durrant-Whyte that the C(B s e
y '°g . y ets are statistically classified into four reflector types: planes,

rect interpretation of SONAR data begins by extracting R
from SONAR scans. Kuc and Siegel went on to consider cq orners, edges, and unknown. Leonard and Durrant-Whyte fur-
ners and edgés ther characterized SONAR data recorded from cylinders [30],

An interesting effect can be observed when scanning in tF?eG]' The aim of this analysis was to fuel some form of navi-

vicinity of a corner. This is demonstrated by the geometry | ation/map building process. Clearly, from the discussion pre-

Fig. 15. It can be seen that any transmitted wavefront within the ntgd so far, from. asingle transmit/receive transducer, it IS 1m-
sound cone will produce a range reading equakta ds -+ ds. possible to determine whether the RCDs extracted from a single

For a 90 corner, simple geometry shows that-+ ds + ds — scan are produced by walls or corners (or in fact edges, cylinders

: ; or specular reflections). This is demonstrated in Fig. 16, where
2l for all t d leg,l b th tual dicul
or afl iranscucer ang'es, : being the actual perpendicu arFiqCéDs of angles greater 1@&nd a range tolerance of less than

distance, with respect to the transducer, to the corner. Hence, . .
gmare shown, after extraction from a single scan. To form the

form of the detected signal is the same as that from a wall, . £ 2 <impl iati loorithm. L d d
the transducer inclination angle is again irrelevant. Hence, t ginning of a simpie navigation aigonthm, Leonard propose

second part of the model presented by Kuc and Siegel stated rack_mg algorithm to monltor_ the re_latlve motion of RCDs as
- a mobile robot moved through its environment [35]. He showed
“For corners to be visible, the transducer must have an

: : . o that hypotheses as to the origin of an RCD could be formed by

unobstructed I|ne-0f-§|ght to their location. firstly matching and then observing subsequent RCDs. In par-

Indeed, because of this property, even very small@Bners tjcylar, RCDs produced from a wall translate tangentially along
such as door frames, form very strong reflectors for SONAR afgk wall, whereas RCDs produced from a corner rotate about the
are termedetro-reflectors actual corner. These qualitative hypotheses are further demon-

7A corner being the concave dihedral formed by the intersection of two péitfated in Fig. 17, where RCDs extracted from 15 mobile robot
pendicular walls and an edge the resulting convex dihedral. positions are shown superimposed upon each other. Note that,

plane of
ultrasonic
transducer




ADAMS: COAXIAL RANGE MEASUREMENT—CURRENT TRENDS FOR MOBILE ROBOTIC APPLICATIONS 11

| / o AN i /7#«2@%&"ﬂ_"—\\"_

-
T
L

Y (metres)
=]
T
-7
X
~—

Sonar

X
1 sl |
X
————
oL B 3l X 4
L I3 L 1 L i i L x * x x x x x
4 3 2 1 ) -1 -2 -3 -4
X {metres) | R

!
|
Fig. 16. RCDs extracted from a single SONAR scan. I
A

=
By
|
[
4
7

Y (metres)

under the proposed model, it is possible to extract most of tt , . ‘ ‘
walls and corners. 10 9 8 7 J 5 4 3 2 1
By eventually finding the relative locations of walls and cor- X (metres)
ners (and cylinders), Leonard and Durrant-Whyte demonstratggl 17. Al RcDs extracted from 15 different sensor positions superimposed
a simple mobile robot navigation technique with SONAR.  upon each other. The hand measured environment is represented by the dashed
Another proposed method for the reliable recognition dfes-
discriminating features is that dfiangulation based fusion
proposed by Wijk and Christensen [36]. The aim of this workhgles and ranges are generated and stored. By then, selecting
was to use less signal processing than the above methdt§, highest correlation match between the received echo and
and achieve less target localization accuracy, but still achi¢l template set, the optimal arrival times at the two transducers
reliable target recognition from a ring of SONAR transducef@n be selected and hypotheses made as to the nature of the
(Polaroid 6500 type), which are consecutively activated durifigrget.
vehicle motion. After each new scan is completed, a compu-Recentwork by Peremaesal.and Barshaet al. has further
tational search is made for geometrical intersections betwegmonstrated the use of multi-sensor configurations—specifi-
detected RCDs within the current and any previously storéally using three Polaroid transducers to improve the location
scans. Again, once enough manoeuvres and scans had ta@shradius of curvature estimation of objects in 2-D [40], [31].
place, target classification and matching issues were addres§B8 initial work of Kuc and Siegel demonstrated above shows

to aid vehicle localization. that in order to recognize different types of reflectors, a series of
sightings of the same object from different view points was nec-
C. Target Classification With SONAR Arrays essary [30]. Peremaes al. demonstrate a novel method for im-

M fth K on SONAR. rel b mediate object recognition, based on radius of curvature, which
ore of the recent work on , relevant to robot Navlyiz eg 4 single transmit/receive ultrasonic transducer together

gation, attempts to achieve this definition of target reCOgniti(With two extra receivers. It is shown that, by estimating the pre-

W'thOUtthe necdesKsny Obeor\]/ |r(1jg the S.OIN'Z‘R(S)' ing th cise arrival times of aingletransmitted echo at each of the three
eeman and Kuc published an article demonsirating ihe eivers, the reflector type and, once again, the location can

of a SONAR arrayconsisting of two ultrasonic transmitte_r/re—be determined from a single view point. Barshetral. further
ceiver transducers [37] (also referred todasible pulse coding gy q\yeq that when the reflection point of the object being sensed
[38]).' They furthgr accounted for the effects of temperature aﬁgnot along the line of sight of the ultrasonic transducer, there
hum|d|_ty, producing a})gystem which can rea_lch an a_lccura_lcyigfa decline in the amplitude of the reflected SONAR signal,
1 mm In range anq O_.Jm angular resqlutmn in still air, while which decreases the signal-to-noise ratio (SNR). They proposed
being able to Q|scr|m|nate betyveen objects separated by 10 MM i in which a minimum of three transmitting/receiving
when measurlyng Up to a maximum ran_g_e OTB m . transducers are used. Depending on the location of an object,
In Kle_e mans research,_target classification, without Sensef sangor head can rotate each transducer individually about
motion Is carried out using a method "_”F’W” tBanat?_ their centers, toward the target to obtain a higher SNR. This re-
matching Echo shapes for different transmitting and receiving, . - focuses initially on improving TOF estimates, using a
80ther work which analyzes the accuracy of 3-D SONAR, applied to tfeurve f.ittin.g method, rather_ than just thresholding the re_tume.d
problem of position estimation of a robot wrist was examined by Wehn aacoustic signal. An adaptation process then takes place in which

Belanger [39], in which a distinction was made between slowly changing aj, initial estimate of the radius of curvature of an object is made
mospheric characteristics, which were modeled as “deterministic” and the hi

frequency aspects of the room atmosphere which were modeled as stochélqgim all three transducers in a ﬂa.t configuratio.n. After this, the .
processes. transducers are rotated and an improved estimate results. This
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process is repeated until the accuracy of the final curvature esThe concept of averaging range data for range estimate
timate reaches an acceptable level. The radius of curvature iegprovement was also reviewed, and a method was presented
timate provides useful information for differentiating differentvhich manipulates certain electronic and geometrical/optical

types of reflectors such as edges, cylinders, and walls. limitations in any real LIDAR, to achieve this.
Without a doubt, the most famous sensor used within the
D. Limitations of SONAR mobile robotics community has been SONAR. The relatively

o low cost of many of the commercially available SONARs,
A consequence of the sensitivity of SONARS to retro-reflecyjon g with their compact size, has made them a very attractive

tors (as shoyvn in Fig. 15) is that ret.roreflectors lying outsiq%nge measuring device. Although the data they produce does
of the scanning plane of the ultrasonic sensor can produce Misg " girectly appear to represent the environment, previous
Iead!ng range readlngs. Most of the research work in SONAR,search has shown that, with a good physical model and
applied to robot navigation, assumes planar models. For @Xiqerstanding of SONAR reflection in air, these sensors can
ample, Kuc and Siegel stated that it is not possible for the flogfyide very useful information. It must also be said however,
to return a reflection at the point where the ultrasonic cone ot environmental data acquisition using these sensors is a
tersects it. This is tr_ue unless there is a dlscontln.wty (e.9-sRw process. The source of the RCDs mentioned in Section Ill
small door step) which can return a very strong signal of thg, example, is ambiguous, and it is not until several scans from
type demonstrated in Fig. 15. Hence, one danger of the Wiggering positions become available that useful information for
beam width produced by SONAR sensors is that one canipligation emerges. Indeed, in a sense the disparity problem
guarantee that the range data recorded actually correspondgy s itself with SONAR too, since it is possible for certain

objects within the scanning plane of the sensor. Work whighget configurations to reflect the radiated acoustic energy,
considers the 3-D effects of transmitted ultrasonic waves callch that the receiver is unable to detect it. A form of the

be found in [39]. correspondence problem also presents itself since the actual

Further limitations result due to the speed at which data cgg,;.ce of a particular reflection, and, hence, range reading,

be extracted from SONAR. Due to the speed of sound in i not known precisely, but can only be narrowed down to a
large distance measurement (greater than about 15 m) becomes,i, region within the beam width of the sensor.

a slow process. If the settling time of the transmit/receive trans-1, speed up the process of target classification, recent re-

ducer is allowed for, new range information cannot generally R@ 5 ch has focussed on the use of SONAR arrays. Methods such
sampled at a rate of more than 3 Hz—i.e., the sensor head gafempate matching have been reviewed which has been shown
only take new readings, from different orientations, three timegccessful in allowing three SONAR transducers to estimate the

a second, which is a very low data rate for autonomous vehi¢lgye of target being sensed from a single location. The range to
applications. Also, if a target is too far from a SONAR arrayyiq target can then be estimated correctly.

then the target classification methods in Section IlI-C can fall. Choosing a particular sensor, or combination of sensors, from

Once again, this means that data from multiple view points i 4t array of possibilities now available for indoor sensing,
needed for target recognition and hence correct range-to-targel o 5 trivial task. Indeed, a full analysis of the qualities and

estimation. This places a large time over head on any relat§gh+ comings of all the different sensing possibilities in mobile
robot navigation algorithm. robotics extends beyond the scope of this review. Indeed, it can
be noted from the literature that a marked increase in the use of
LIDAR has occurred in recent years, due to their reduced cost
and the ease of obtaining reliable range data in comparison with
Inintroducing different possibilities for recording range meaSONAR, this often being the only affordable sensor 20 years
surements in indoor environments, an attempt has been madago.
provide an unbiased view of the advantages and disadvantage&lthough interest in diverse sensing methods in robotics has
of various coaxial methods used in mobile robotics. increased in recent years, the full capability of sensors, in terms
It was shown that the correspondence and disparity probleafdow cost, compact design, optimal noise rejection, high speed
associated with stereo vision can be eliminated with coaxi@dta production, and, particularly, optimal data processing, is
LIDAR sensors. These have a major advantage over triangwi&y much in its infancy, and the sensing problem is therefore
tion systems, and, in terms of processing the range data pstiH a very extant research issue in robotics.
duced by these sensors, they offer a very simple and practical
solution for range estimation in mobile robotics. Only in re-
centyears have such sensors of reasonable size and cost become
available for consideration in autonomous vehicle applications. The author would like to thanks S. Kodagoda (NTU) for con-
In this article, various LIDAR sensors and their range detetfibuting TOF SICK scans and D. von Fluee for this work ultra-
tion methods have been reviewed. Real data was presented, fR@hiC sensing, used in this article.
the SICK TOF LADAR and from AMCW LIDARS. The data
has been analyzed and various conclusions, regarding the appli- REFERENCES
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