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Toward Multidimensional Assignment Data
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Abstract—It is well accepted that the data association or the
correspondence problem is one of the toughest problems faced
by any state estimation algorithm. Particularly in robotics, it is
not very well addressed. This paper introduces a multidimen-
sional assignment (MDA)-based data association algorithm for
the simultaneous localization and map building (SLAM) problem
in mobile robot navigation. The data association problem is cast
in a general discrete optimization framework and the MDA
formulation for multitarget tracking is extended for SLAM using
sensor location uncertainty with the joint likelihood of measure-
ments over multiple frames as the objective function. Methods
for feature initialization and management are also integrated into
the algorithm. When clutter is high and features are sparse, the
compatibility information of features of a single measurement
frame is not sufficient to make effective data-association decisions,
thus compromising performance of single-frame-based methods.
However, in a multiple-measurement-frame approach, the avail-
ability of more than one frame of measurement provides for more
effective data-association decisions to be made, as consistency of
measurements are looked at in several frames of measurement.
Simulations are conducted to verify the performance gains over
the conventional nearest neighbor (NN) data association algorithm
and the joint compatibility branch and bound (JCBB) algo-
rithm, especially in the presence of varying densities of spurious
measurements and dynamic objects. Experimental results with
ground truth are presented to demonstrate the practicality of the
proposed data-association method in complex and large outdoor
environments and its effectiveness over single-frame-based NN
and JCBB schemes.

Index Terms—Data association, localization, robot navigation,
tracking.

NOMENCLATURE

Number of frames.

Current time.

Set of measurements obtained in
frame .

th measurement obtained in frame .

Number of actual measurements
obtained in frame .
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Partition of assigning features to
measurements.

Number of features in the state vector.

Data-association cost function.

Likelihood function of the partition .

Likelihood of assigning true features.

Likelihood of measurements
associating with spurious
measurements (or clutter).

Operating region.

Detected features in frame .

Set of all features.

A feature in .

A variable specifying 1 if or
0 if .

Association variable specifying the
measurement sequence ,

is associated
with feature .

Cost of associating measure-
ment sequence ,

with fea-
ture .

I. INTRODUCTION

THE simultaneous localization and mapping (SLAM)
problem, also known as concurrent mapping and local-

ization (CML) problem, is often recognized in the robotics
literature as one of the key challenges in building autonomous
capabilities for mobile vehicles. The goal of an autonomous
vehicle performing SLAM is to start from an unknown location
in an unknown environment and build a map (consisting of
environmental features) of its environment incrementally by
using the uncertain information extracted from its sensors,
whilst simultaneously using that map to localize itself with
respect to a reference coordinate frame and navigate in real
time.

A vehicle capable of performing SLAM using naturally
occurring environmental features and capable of running for
hours or possibly days in completely unknown and unstructured
environments will indeed be invaluable in several key areas
of robotics. These include autonomous vehicle operation in
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unstructured terrain, driver-assistance systems, mining, sur-
veying, cargo handling, autonomous underwater explorations,
aviation applications, autonomous planetary exploration, and
military applications. The first solution to the SLAM problem
was proposed by Smith et al. [1]. They emphasized the impor-
tance of map and vehicle correlations in SLAM and introduced
the extended Kalman filter (EKF)-based stochastic mapping
framework, which estimated the vehicle pose and the map
feature (landmark) positions in an augmented state vector using
second order statistics. Although EKF-based SLAM within the
stochastic mapping framework gained wide popularity among
the SLAM research community, over time, it was shown to
have several shortcomings [2], [3]. Notable shortcomings are
its susceptibility to data-association errors and inconsistent
treatment of nonlinearities.

Data association, registration, or the correspondence problem
is one of the extremely difficult problems encountered in SLAM
even in static environments and much more challenging in dy-
namic environments consisting of objects moving at varying ve-
locities. Almost every state estimation algorithm has to deal
with the correspondence problem in the form of maximum-
likelihood assignment or correlation search in establishing the
correspondence between the elements of observations and the
available features. Uncertainties in vehicle pose, variable fea-
ture densities, dynamic objects in the environment, and spu-
rious measurements complicate data association in the SLAM
problem in many respects. An efficient data-association scheme
must aid feature or track initialization, maintenance, termina-
tion, and map management.

It is established that the feature-based approach to SLAM can
be considered as a multisensor multitarget tracking problem
[2]. This method is highly sensitive to the fragility of data
association (incorrect measurement to feature associations).
Misassociations invariably result in map inconsistency and
divergence. An efficient and effective data-association scheme
must establish the difference amongst spurious measurements,
new measurements, and missed detections in addition to the
basic function of associating currently available features with
measurements. The most widely employed data-association
method in SLAM is the nearest neighbor (NN) data-association
algorithm [3], [13]. It associates a feature to the nearest obser-
vation in a chosen validation region based on some distance
measure, which is usually the Mahalanobias distance. Although
it is quite easy to implement, in moderate and high clutter
(spurious measurements), its performance is poor. Further,
data-association decisions are hard, meaning that decisions
once made cannot be reversed. Joint probabilistic data associa-
tion (JPDA) [4], [14], [15] emerged to provide a better solution
to the clutter or spurious measurements and ambiguities of the
NN method. JPDA associates all of the measurements falling
inside a suitably chosen validation region of a track to itself
by a probabilistic weighting procedure and performs relatively
well when spurious measurements are relatively moderate. The
downside is that it can be computationally prohibitive in terms
of calculating weighting probabilities, and the process may
corrupt the feature recognition or discrimination information.
Further, JPDA is a single-frame hard-decision approach and,
in its standard form [4], does not explicitly provide a means of

initiating tracks, which is vital for feature-based map-building
applications. The joint compatibility branch and bound (JCBB)
method, which takes groups of feature- (track-) observation
associations into consideration in the context of searching
for the hypothesis with the maximum number of compatible
pairs, is also well known for its effectiveness in SLAM [23]
for data association. Compared with other methods, JCBB
takes into account the full spatial correlations between vehicle
and features in making data-association decisions. However,
the resultant exponential search space, despite the branch and
bound pruning, renders the technique computationally inten-
sive for real-time implementation in moderate-sized outdoor
environments with a large number of spurious measurements
and dynamic objects. JCBB also makes hard decisions, which
cannot be reversed over time and, further, only takes into
account the measurements in the current time frame and ig-
nores temporal attributes of the collective measurements in its
decision making.

Multiple hypotheses tracking (MHT) [5], [14], [16] is the
most structured and optimal approach employing deferred logic
available for multitarget tracking and data association. Deferred
logic schemes allow data-association decisions to be delayed
until a number of additional frames of measurements are re-
ceived in successive scans so that incorrect associations made
in the past can be corrected if necessary. For example, MHT de-
fers the association decisions in conflicting situations and forms
a tree of all probable association hypotheses, which are then
propagated through subsequent iterations in the belief that new
information will most likely resolve conflicts, if any. There-
fore, MHT is capable of dealing with missed detections, spu-
rious measurements, and track initiation. However, the major
drawback of MHT is that the hypothesis tree grows exponen-
tially in time, requiring exponential memory and computational
resources, making it impracticable and unsuitable for real-time
implementation. A variant of MHT known as the “lazy” data-as-
sociation method [24] picks the most likely data association
when a feature is observed as in a maximum-likelihood data as-
sociation (MLDA) method [3]. However, unlike in MLDA, it
stores and monitors the past and current data to detect whether
different data associations (traversals of the hypothesis tree)
can yield a map and path posterior of higher likelihood and,
hence, revise the past data-association decisions. However, use
of all past correspondence variables in the method still makes
it exponentially complex, requiring heuristics and other ad-hoc
strategies to prune the search space for real-time implementa-
tion. In [25], Nieto et al. proposes an MHT method for Fast-
SLAM [11]. This method splits each particle representing a map
in FastSLAM into further particles for keeping association hy-
potheses. The particles with wrong data associations are ex-
pected to die out in the resampling stage. The main disadvantage
of this method is that the number of particles required for im-
plementation of the algorithm can increase without bound, thus
causing computational problems.

The MDA method used in this study, on the other hand, has
received extensive attention in aircraft tracking and is believed
to find widespread use in most future multitarget tracking and
surveillance systems [14], even going to the extent of replacing
the optimal but computationally infeasible MHT. This paper



IE
EE

Pr
oo

f

WIJESOMA et al.: TOWARD MULTIDIMENSIONAL ASSIGNMENT DATA ASSOCIATION IN ROBOT LOCALIZATION AND MAPPING 3

proposes, and makes use of, the MDA algorithm for the first
time into the much harder tracking and data-association prob-
lems encountered in robot localization and map building, where
sensor location uncertainty has to be incorporated. The use of
this method is largely justified on the basis that single-frame
data-association methods frequently fail in SLAM when fea-
tures are not sparsely distributed or in the presence of high,
temporally persistent clutter or dynamic objects. Further, mul-
tiple-frame-based methods are more computationally intensive.
MDA methods in multitarget tracking and data association have
comparable performance with MHT and lower computational
complexity than MHT and JPDA and therefore are a viable
option for the real-time data-association requirements of robot
navigation applications.

This paper is organized in the following manner. Section II
briefly reviews previous work on MDA-based data-association
approaches and introduces the general framework for multiple-
frame data association. Integer-programming (IP) formulation
of the MDA data association is then presented. Section III de-
scribes in detail the formulation and application of MDA with
two frames of measurements for EKF-based SLAM. Section IV
describes the performance of MDA in SLAM and how it com-
pares with the common and efficient NN data-association al-
gorithm and the very effective, although computationally inten-
sive, data-association JCBB algorithm. Experimental results are
then presented to demonstrate the efficiency of the algorithm
in real large, moderate, and small-sized outdoor environments.
Section V discusses the merits and demerits of the proposed
methodology, and Section VI concludes the paper with possible
ways it could be further extended.

II. DATA ASSOCIATION AS A MULTIPLE-FRAME

MULTIDIMENSIONAL ASSIGNMENT PROBLEM

A. General Multidimensional Assignment Data Association

MHT generates a set of hypotheses over several frames of
measurements and uses a special form of MDA methodology
in selecting the most appropriate hypothesis of track to mea-
surement associations. However, exponential computational re-
quirements, even under aggressive pruning strategies, limit the
application of MHT in real-time multitarget tracking systems.
An alternative to this is proposed in [6], in which multiple-frame
data association in the context of multitarget tracking is for-
mulated as a discrete optimization problem. This is further ex-
tended in [7]–[9] by expressing data association of multiple tar-
gets over multiple frames, in the form of an MDA problem. The
core attribute of these algorithms can be identified as the use of
more than one frame of measurement in determining the best
associations for the current frame. In this study, the data-associ-
ation problem is formulated as a generic MDA problem and is
applied in the context of real-time robot concurrent localization
and mapping.

B. Data Association as a Generalized Discrete Optimization
Problem

In this section, the notation and formulation of the generalized
-frame multidimensional data association, as an optimization

problem, is given. A summary of the notation is also included
at the beginning of the paper in the Nomenclature for easy ref-
erence. Suppose that, over the period of time ,

frames of measurement are obtained at time instances,
, and . Let the set of map fea-

tures available and updated at time be
. Now, the problem of multidimensional-as-

signment data association is to assign proper measurement com-
binations of the frames of measurement to the features in
an optimal and efficient manner subject to certain constraints.

Let the set of measurements obtained in a frame be
, where is the actual

number of measurements and corresponds to a dummy
or fictitious measurement used to accommodate any missed de-
tections of features. Let denote a specific but complete as-
signment of the features to the measurements in the con-
secutive measurement frames. In other words, is a partition
of the product space

of measurements in frames and features
in . Now, the solution to the multiple-frame data-association
problem can be formulated in general as a discrete optimization
problem minimizing some appropriately chosen cost function

, relating the measurements in frames to features sub-
ject to a set of constraints.

For example, if the cost function used in this general
framework is the sum of distances between the features and
measurements in each frame, the result is a nonlinear optimiza-
tion problem resembling -frame NN data association. When

, we have the standard NN data-association algorithm.
Although one could use many criteria, a cost function based

on the joint likelihood between features and measurements in
multiple frames is used so that the resulting solution is optimal
in the sense of maximum likelihood over multiple frames. In
multiple-target tracking from a stationary sensor, when targets
move independently, the joint likelihood of measurements in a
frame can be determined by the product of the likelihoods of the
absolute measurements, as these are not correlated. However,
in SLAM, the sensors are on board the moving vehicle and, as
such, the location uncertainty of the sensors (vehicle) needs to
be taken in to account. Furthermore, the measurements and fea-
tures are correlated over the vehicle state. Thus, these feature
measurements depend on the common underlying vehicle state
at a given instant. In general, it is reasonable to assume that the
underlying vehicle state is the only thing in common between
the measurements’ sources. Therefore, once the state of the ve-
hicle and the feature map has been specified, it is reasonable
to assume that the measurements in a frame are conditionally
independent. As such, and for reasons of simplicity and math-
ematical tractability, conditional measurement independence is
assumed as in [3] [15] to derive the joint-likelihood function

involving the measurement frames and the features
for a partition of in a manner similar to [7]. However, the
joint likelihoods are calculated using relative feature measure-
ments, incorporating sensor location uncertainty. The joint like-
lihood can be expressed as

(1)
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where and are the joint likelihoods of mea-
surements associating with true features and spurious measure-
ments, respectively, in the partition .

Now, if the spurious measurements (or in general clutter) are
uniformly distributed in the operating region , then
can be obtained as follows:

(2)

where is the number of feature detections in the frame
. Given a feature , the likelihood of the th measurement

in frame (first frame in the sequence
of frames) is represented as . Then,
the likelihood of the th measurement , in frame

given feature and a measurement
in frame , is . In a
similar manner, we could express the likelihood of the th
measurement in a frame given the feature
and the measurements
from frame leading up to the frame as

. Now, if the detec-
tion probability of a feature is assumed constant and equal to

, then it can be verified that the joint likelihood of
measurements associating with features for the partition is

(3)

where

i.e., is 0 when associating feature to the dummy mea-
surement in frame and 1 when it is associated with
a true measurement. The joint likelihood is obtained by
substituting (3) and (2) into (1). A normalized joint likelihood
denoted by can now be arrived at as

(4)

Now, the data-association problem can be expressed as
searching for a partition that minimizes the cost function
equal to the minus log-likelihood value of

(5)

It is easy to see that searching for that minimizes is
equivalent to the assignment of one measurement from each of
the frames, to each feature with an asso-
ciated cost of (which can
be deduced from (3) and specified here as for clarity) subject
to an appropriate set of constraints. The problem is one of multi-
dimensional assignment. The search for the optimal association
over multiple frames can be accomplished as follows.

Let an association variable
(specified as here onwards for clarity) be defined

in such a way that when a sequence of measurements
from the successive

frames are associated with the feature , and , otherwise.
The search for that minimizes can therefore be obtained
by solving the following nonlinear 0–1 integer programming
problem:

Minimize (6)

subject to the following constraints imposed on the association
variables.

1) Each measurement, except for dummy measurements, can
be assigned to only one or no features in the map. However,
the dummy measurement in a frame can be
assigned to more than one feature, as there can be several
undetected features in a scan. Thus, we have the single
source constraint for measurements

(7)

(8)

(9)

2) Each feature can generate only one measurement in
one measurement frame, which gives the single return con-
straint

(10)

Constraint (10) therefore consists of constraint equa-
tions.

3) The maximum missed detections of features in a measure-
ment frame cannot exceed the number of existing features
in the map. Therefore, the possibility of obtaining a missed
detection for each feature in every measurement frame is
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considered. Thus, the constraints on the maximum number
of dummy measurements are

(11)

(12)

where with

(13)

4) By definition, the association variable must be either 0 or
1. Thus, the following 0–1 integer constraints apply:

(14)
The 0–1 integer-programming problem (1)–(14) is NP
hard. To simplify its application to SLAM, a suboptimal
solution can be obtained by relaxing the 0–1 integer con-
straint (14) on to a nonnegativity constraint as follows:

(15)

MDA for the specific case of two frames is given in Ap-
pendix II to aid understanding of the generalized -frame for-
mulation given above.

III. DATA ASSOCIATION IN FEATURE-BASED SLAM

To keep the computational complexity manageable, the
application of the MDA method for data association in SLAM
is rigorously formulated and illustrated for two consecutive
frames of measurements. The use of more than two measure-
ment frames can be accommodated easily using the generalized
formulation in Section II. Limiting the measurement frames
to two reduces the problem to a three-dimensional (3-D)
assignment problem. The resulting 0–1 integer (nonlinear)
program is then adapted to a linear programming problem,
for a polynomial time suboptimal solution. This linear pro-
gramming problem is then solved by Mehrotra’s predictor
corrector method [12], which is a primal-dual interior-point
method. This algorithm is a faster version of the kind of interior
point algorithms available for solving large scale linear pro-
gramming problems known as primal-dual infeasible interior
point methods. Unlike primal methods, which concentrate on
solving the primal problem, primal-dual interior-point methods
solve the Karush–Kuhn–Tucker (KKT) system of a linear pro-
gram, which includes primal, dual, and slack variables. These
methods solve the KKT system of equations using a damped

Newton’s method with a step size determined to satisfy all of
the nonnegativity constraints. Mehrotra’s method has a worst
case arithmetic complexity of and iteration
complexity [12], where is the dimension of the data set and
is the bit length of data that relates to the number of association
hypotheses.

A. Review of Feature-Based SLAM

For simplicity, an EKF-based stochastic mapping approach is
employed in this formulation, although it can be easily extended
to cater to the Rao–Blackwellised particle filter-based methods
[10], [11] and numerous other methods of SLAM formulations
[17]–[19]. The methodology is still considered to be the primary
framework of most feature-based stochastic SLAM algorithms
[1], [3] and is also used in this study to illustrate multidimen-
sional data association for SLAM. The major highlight of the
formulation is its consistent probabilistic representation of the
pose of the vehicle (or robot), the positions of features, their
uncertainties, and their interrelationships. In the EKF-SLAM
formulation, the pose of the vehicle and the positions of fea-
tures are concatenated to form an augmented or composite state
vector . The pose of vehicle (robot) and feature lo-
cations (known as the map) at a time instant are repre-
sented by absolute coordinates with reference to a global coor-
dinate frame. In the following, the EKF-based SLAM solution
is stated for a vehicle traversing a 2-D terrain with point features
or landmarks in the environment. The vehicle-map composite or
SLAM state vector at time instant is thus

(16)

where is the vehicle pose with ,
, and denoting position coordinates and heading of the

vehicle and is the
vector of feature positions with ,
denoting the feature coordinates with respect to the global co-
ordinate frame. In general, the motion model of the vehicle is
nonlinear and can be represented in closed form as

(17)

where is the control input at time and is a
zero-mean temporally uncorrelated noise sequence with covari-
ance matrix . Assuming static features (landmarks), the
process model of the feature map is

(18)

The observation model is represented by

(19)

where is a zero-mean temporally uncorrelated noise se-
quence with covariance matrix . When the covariance ma-
trix of the composite state vector , which is known as the
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composite covariance matrix, is denoted by , and the ob-
servation prediction is specified by , then the EKF predictor
equations are as follows:

(20)

(21)

(22)

where is the Jacobian of the composite
process model (20) evaluated at time and is the com-
posite process noise covariance matrix. When observations
are made at time , and after correct observation to feature as-
sociations are resolved using an appropriate data association al-
gorithm, then the EKF update equations are applied as follows:

(23)

(24)

(25)

where is the observation innovation, is its covariance
matrix, and is the Kalman gain,
where is the Jacobian .

B. Feature Initiation and Map Maintenance

Feature initiation plays a vital role in all SLAM algorithms.
When observations are received, they are first associated with
the features in the SLAM state vector using the MDA data as-
sociation. If an association is found, that observation is used to
update the composite SLAM state vector. If an association is not
found, the observation is considered to be a potential new fea-
ture, i.e., a tentative feature, and is added into the state vector,
the rationale being that the multidimensional data-association
algorithm can effectively remove spurious measurements and
returns due to dynamic objects more effectively than a single
frame of measurement schemes, and hence it is logical to add
every new (tentative) feature measurement straightaway in to the
SLAM state vector as these have a higher possibility of being
genuine features. The new (tentative) feature is appended to the
full SLAM state vector and the covariance is updated in the fol-
lowing equations and (28), shown at the bottom of the page:

(26)

(27)

where the new feature’s relative range and bearing measurement
is the inverse observation function is , the

new augmented state vector is , its covariance matrix

is , the vehicle covariance matrix is , and the
Jacobians of with respect to , , and are ,

, and , respectively.
However, it could be that the new features (tentative) added

could be spurious measurements and that their frequency of
occurrences is dependent on the number of frames used in data
association. Thus, as a part of the feature maintenance strategy,
the “quality” of these tentative or newly added features are
monitored over a number of consecutive frames of measure-
ment. The quality measure used is the number of successive
frames (or scans) over which the newly added feature (ten-
tative feature) is successfully associated with measurements
using the multidimensional data-association method. If this
predetermined number is exceeded, the tentative feature in the
SLAM vector is declared confirmed and is used to update the
SLAM state, or else it is deleted from the SLAM state vector.
That is, only measurements associated with confirmed map
features are used to update the SLAM state vector. Of course,
to measure the quality of a feature, other criteria may be chosen
as well as for maintenance and deletion, as in [16]. To reduce
the association variables and, hence, improve computational
speed, observations are preprocessed at every scan prior to the
application of -frame data association. Further, the necessary
log-likelihood functions and associated cost functions are also
computed as described below.

C. Reduction of Association Variables

The number of variables associated with the linear program
can be reduced by data preprocessing and gating of measure-
ments. This step eliminates all of the unlikely associations and
thereby improves algorithm efficiency. As absolute feature lo-
cations and the measurement predictions are correlated over the
vehicle state, we use the relative measurements and their pre-
dictions in the sections that follow. Let the absolute coordinate
of a feature in the state vector at time be denoted by

. Assuming a range-bearing
measurement system such as SICK LMS 290, its relative mea-
surement prediction in frame , , and its covariance
matrix are

(29)

where and

(30)

where is the Jacobian of with respect to the state
. Let the th relative measurement in frame

(28)
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be denoted by . Then, the innovation and its
covariance are calculated for all of the combinations of
observations in frame and all of the features as follows:

(31)

(32)

Then, the set of measurements in frame satisfying
the statistical test given below is selected for data association:

(33)

where is a threshold determined from the distribution of
degrees of freedom (DOFs) under a desired con-

fidence level. Then, a validation matrix is constructed
in the following manner to represent the measurements that fall
inside the validation regions of features:

and

or

(34)

where for valid measurements in the valida-
tion regions of the features or for dummy measurements and

, otherwise. Using the same procedure, the set
of measurements (including the dummy measurements)
falling inside the validation regions of features for frame is
constructed together with the validation matrix and

(35)

where , and , is a
threshold determined from distribution of DOFs
under a desired confidence level, denote the innovation
of feature, measurement combinations at frame , and
its covariance. Now, the set of association variables

needed to do the data association between
the two frames of measurement and with the
features can be selected in the following manner:

(36)

It may be noted that the complexity of gating is , where
is the number of features in the map and is the number

of measurements in each of the frames. Thus, practical use
of MDA with more than two frames would require recourse to
special heuristics and data structures such as priority kd trees
[19] for feature representation and manipulation.

D. Calculation of Log Likelihoods

Calculation of the costs in (5) is performed
by incorporating vehicle location uncertainty into the measure-
ment model and assuming Gaussian densities for second-order

statistics of the likelihoods. From (5), for two frames of mea-
surement, there are four different cases depending on whether a
feature is detected or not in the two frames.

1) When a feature is not detected in both frames, dummy
measurements and exist in frames

and , i.e., , thus, the
associated cost function is

(37)

2) When the feature is detected in frame but not
detected in frame .: , , i.e.,

and

(38)

(39)

where .
3) When the feature is detected in frame but not detected

in frame : , , i.e.,
and

(40)

(41)

where .
4) When the feature is detected in both frames and

: , , i.e.,

(42)

Thus, in order to calculate , we need to
calculate as follows. Let a feature ’s ab-
solute coordinates and covariance matrix at time be given
by and , respectively. Given its relative
measurement , corresponding measurement prediction

, and its uncertainty , the innovation
of feature measurement combination and its covariance matrix

can be obtained from (29)–(32). Thus, the Kalman
gains and of the SLAM update for the feature and
vehicle pose with the measurement are given by

(43)
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(44)

where is the covariance prediction of feature
and and are the Jacobians of with respect to
and . Then, the updated position of feature ,

its uncertainty, , vehicle pose ,
and its uncertainty can be calculated using the
standard Kalman filter update equations. Similarly, the update
of is

(45)

Then, using the vehicle motion model (17), the predictions of
, , and at

time can be computed as

(46)

(47)

(48)

The value of remains the same in the pre-
diction and . Now, the measurement prediction

and its covariance of the updated feature , the
innovation with measurement , and its covariance

are

(49)

(50)

(51)

(52)

where and are the Jacobians of with respect to
and . Now, the likelihood of given

and is given by (53) with as

(53)

Now, the data-association problem in SLAM can be solved in
the form of a linear programming problem. In this study, an
efficient and much faster interior-point algorithm known as
Mehrotra’s predictor corrector method [12] having a polyno-
mial complexity is used to solve the resulting linear program
as detailed in Section II.

IV. ALGORITHM PERFORMANCE

A. Performance Evaluation

The performance of the MDA data-association algorithm for
two frames of measurement in EKF SLAM was extensively

Fig. 1. Validation matrices for the association hypotheses. The columns in val-
idation matrices consist of available features and rows correspond to the mea-
surements in respective frames.

evaluated in a simulated environment. The feature measure-
ments are assumed to be from a scanning range measurement
system such as a SICK LMS 290. The control input to the
vehicle kinematic model is assumed to be from steering and
wheel encoders.

Scenario I: Illustration of MDA in SLAM: First, to illustrate
the operation of MDA in EKF SLAM, a simple scenario is con-
sidered. The vehicle is assumed to be traveling in a 20-m-ra-
dius circular path in an environment consisting of ten randomly
generated features. The spurious measurements are assumed to
be uniformly distributed in the environment, and their returns
are Poisson distributed [4]. The simulation specific parameters
are: speed input error of 0.5 m/s, steering angle encoder error of
0.05 rad, range measurement noise of 0.1 m, maximum range
of 20 m, bearing measurement error of 0.5 , and spurious mea-
surement or clutter density of 0.02 m .

Fig. 1 shows an association scenario at a particular instant
with five features in the state vector. The number of

spurious measurements in the preceding frame th (14th)
and current th frame (15th) are 1 and 4, respectively, and
the number of true measurements in both frames is 5. For this
state of affairs, the validation matrices of the two consecutive
frames are as shown in Fig. 1. At this instant, there are, in all,
28 hypotheses corresponding to the different combinations of
the measurements of the two frames and the features in the
state vector. It is seen from Fig. 2 that for correct measure-
ment-to-feature associations, the association variables evaluate
to 1 and incorrect assignments to negligibly small values. The
association probability in Fig. 2 is the value of the association
variable as determined by the solutions to the algorithm, which
is between 0 and 1.

Scenario II: High Spurious Measurements in a Static Envi-
ronment: The following simulation demonstrates the MDA al-
gorithm’s performance in SLAM when there is a significant
proportion of spurious measurements (that may be due to the
nature of environment, or poor sensor performance, or both)
and higher feature density. This scenario is quite demanding for
any data association scheme. Here, the vehicle is assumed to
be traveling in a manually generated path (Fig. 3) in a

m area environment, consisting of 100 randomly gener-
ated static features. The spurious measurement spread and the
noise parameters used are as given in the first example. Figs. 4
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Fig. 2. Feature-to-measurement association hypotheses. The figure shows pos-
sible association hypothesis in one instant. Measurement combinations shown
in squares indicate the measurement indexes in two consecutive frames of mea-
surements.

Fig. 3. Simulated environment. The crosses represent the location of the map
features. The true trajectory of the robot is shown by the thick line.

and 5 show that the error bounds for position (only lateral po-
sition error is shown) and orientation are well within the
limits, demonstrating the effectiveness of the MDA data associ-
ation in EKF SLAM. The MDA data-association filter’s consis-
tency is clearly seen from the plot of normalized vehicle pose

innovation squared versus time shown in
Fig. 6. It is apparent from the results that the performance of
SLAM with MDA data association is good even under high spu-
rious measurement density and high feature density.

The MDA data-association scheme in EKF-SLAM is com-
pared with the standard NN data-association filter and JCBB
by performing several Monte Carlo runs under the same con-
ditions using the same set of simulation parameters. A good
measure of performance of data association in this case is the
percentage of missed associations or percentage track loss mea-
sure [20], which is the ratio of missed associations to total ob-
served instances of a feature expressed as a percentage. Fig. 7

Fig. 4. Lateral position error in SLAM with two-frame data association. Esti-
mated 2 sigma bounds of the localization error are shown by the dashed lines.

Fig. 5. Orientation error in SLAM with two-frame data association. Estimated
2 sigma bounds of the localization error are shown by the dotted lines.

Fig. 6. Normalized vehicle pose ([x(k) y(k) �(k)] ) innovation squared plot
of the SLAM implementation with two-frame data association. Chi-square 95%
confidence limits of 3 DOFs for normalized innovation squared are shown by
the dashed lines.

depicts the percentage of missed associations (i.e., features left
unassociated or associated with another feature) of the various
methods with varying densities of spurious measurement. Fig. 7
also shows that the performance of data association in SLAM is
significantly improved with MDA with two frames, compared
with the standard NN data association, especially in high den-
sities of spurious measurement. The MDA algorithm’s perfor-
mance is comparable to that of JCBB at lower densities of spu-
rious measurement. However, with increasing densities of spu-
rious measurement, there is a marked improvement in perfor-
mance of MDA over JCBB.

Scenario III: In the Presence of Moving Objects: This sce-
nario evaluates the robustness of MDA to temporarily persistent
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Fig. 7. Percentage of missed associations versus density of spurious measure-
ments.

Fig. 8. Performance of data-association algorithms in a dynamic setting. The
thick, thin, and dotted lines represent true robot trajectory, trajectory due to
odometry, and the estimated robot trajectory. Big shaded squares represent the
dynamic objects. Circles represent true landmark positions and crosses represent
estimated landmark positions. Dotted lines connecting the robot and landmarks
indicate that this particular landmark generates a measurement.

dynamic clutter that may be due to moving objects or objects of
varying sizes in the environment. The first dynamic scenario is
considered to provide insight into MDA’s ability to remove tem-
porarily persistent clutter due to moving objects in the environ-
ment. This involves a vehicle navigating and performing SLAM
in an environment consisting of several landmarks. An object
travels through this environment at constant speed, as shown in
the Fig. 8. Assume that at time 148 (14.8 s), the static land-
mark A has already been initialized into the map and has been
observed by the robot’s sensors at 147 (14.7 s). The dy-
namic object is at D1 at this instance. Now, the vehicle receives
a measurement M1 from the landmark A. Under these circum-
stances. all data-association schemes NN, JCBB, and MDA cor-
rectly associate M1 with A. At 149 (14.9 s), the dynamic
object moves left and stops at D2. Now, the landmark A is oc-
cluded and thus no measurement is received from landmark A
or from the dynamic object. Thus, NN, MDA, and JCBB cor-
rectly conclude that the landmark A is not observed. At 150
(15 s), the dynamic object still remains at D2. However, the ve-
hicle moves to the left, causing its sensors to receive a spurious
measurement M2 due to the dynamic object. In this instance,
both NN and JCBB wrongfully conclude that landmark A is ob-
served and associate it with M2. Nevertheless, two-frame MDA
correctly concludes that M2 is a spurious measurement as it is
not observed at 149 (14.9 s). This scenario illustrates how

Fig. 9. Comparison of rms error in X in a dynamic setting.

the multiple-frame data-association schemes such as MDA have
the potential to filter out dynamic objects and persistent clutter.

In the final simulation scenario, we evaluate the performance
of the three algorithms when carrying out SLAM in a more re-
alistic dynamic environment (Fig. 3), i.e., in the presence of
many moving objects such as people, vehicles, or other non-
static objects. A dynamic or moving object’s motion is modeled
using a Brownian motion model [where the velocity of the ob-
ject at time is given by , where

], i.e., the velocity of the moving object is sub-
ject to random perturbations. The number of dynamic objects at
a given instance is obtained from a Poisson distribution whose
density is varied from 0.001/m to 0.015/m . A uniform prob-
ability density function (pdf) is used to initialize the position,
and a Gaussian pdf is used to initialize the speed of an object.
The noise parameters of Scenario I is used here. Fig. 9 shows
the vehicle’s -position root mean square (rms) error measure
with MDA, JCBB, and NN data-association methods in SLAM.
It is seen that MDA clearly outperforms both JCBB and NN.

Although JCBB tests compatibility of groups of measure-
ments in the current time frame, thereby dealing with the spa-
tial correlations in the present time frame, it lacks the ability
to filter out temporal correlations over several time frames. On
the other hand, MDA removes spurious measurements or returns
due to dynamic objects by checking for consistency of measure-
ment-to-feature associations over several consecutive frames.
Therefore, MDA is able to deal with dynamic objects and tem-
porarily persistent clutter by including more than one frame of
measurement in the process. This enables the MDA to filter out
the spurious measurements resulting from the dynamic objects.

B. Complexity and Computational Efficiency

The complexity of the linear program can be reduced signif-
icantly by the preprocessing steps described in Section III. The
linear program solution to the assignment problem is obtained
by a primal-dual infeasible interior-point approach known as
Mehrotra’s predictor corrector method [12]. Methods that gen-
erate iterations lying in the interior of the feasible set (rather than
on the boundary, as simplex methods do) such as Mehrotra’s
predictor corrector method were first proposed by Karmarkar
[21]. Karmakar’s method has proved to be several times faster
than the simplex algorithm and made it possible to solve many
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Fig. 10. Comparison of average computational load.

large linear programming problems (e.g., a military aircraft op-
timal route-selection problem with variables and constraints in
the order of 10 and 10 , respectively) which required a pro-
hibitively large amount of computer resources when solved by
the simplex algorithm. It can be shown that, for the two-frame
3-D data-association method with the preprocessing functions
applied in SLAM, a worst case complexity that grows with the
cube of the number of association hypotheses is achieved.

In this study, several studies were conducted to compare
the actual computation time required by MDA, the standard
NN, and JCBB in SLAM. The CPU time requirement for the
preprocessing and data-association functions are determined
using several Monte Carlo runs by using a Pentium 4 2.4-GHz,
512-MB RAM PC and is given in Fig. 10.

Of the three, the computation time for JCBB is the highest.
Although the computation time for MDA is much higher than
for NN, it is still feasible for real-time implementation in EKF-
SLAM. The computation time of MDA can be appreciably re-
duced with better preprocessing of the features before associ-
ation, thereby further reducing the number of association vari-
ables.

C. Experimental Results

The experimental verification of the MDA data association in
EKF-SLAM is conducted using an in-house-built autonomous
vehicle shown in Fig. 11. The sensors onboard the vehicle,
amongst others, include a SICK LMS 290 laser measurement
system, a fiber-optic gyroscope (FOG) [Hitachi HOFG 1(A)],
rear and front wheel optical encoders (IE 58), and a steering
encoder (GI 338). The SICK LMS 290 provides range mea-
surements to objects ahead at 1 intervals over a span of 180
in one scan. The scanned data arriving at 0.1-s intervals from
this range measurement system is segmented and clustered as
in [22] to extract features. The outputs of the wheel and steering
encoders are used as inputs to the vehicle kinematic model for
vehicle pose prediction. The output of the FOG is also used
as a vehicle orientation measurement. Features extracted from
the laser and the measurements from encoders are then used to
implement the EKF-SLAM with the particular data-association
scheme.

In the first experiment, the performance of the MDA filter in
SLAM is evaluated when the vehicle is moving in a small-sized
loop in a mainly static environment. The vehicle is driven at an
average speed of about 3 m/s along an approximately 170-m

Fig. 11. Mobile robot used in SLAM experiments.

Fig. 12. Estimated vehicle path (thick line) and feature locations (circles)
(SLAM experiment in a campus car park).

stretch of road in a m area car park on campus. The
mapped feature (lamp posts and tree trunks) locations and ve-
hicle-path estimates obtained using EKF SLAM with MDA data
association for a specific trial are as shown in Fig. 12. It is ob-
served that the extracted features per scan vary from about 0 to
35 with an average of 18. The plot of the range-measurement
innovation metric is used to measure the data-association filter
consistency. As shown in Fig. 13, the range innovation plot is
well within the bounds, thus demonstrating the MDA filter’s
consistency. A measure of ground truth of map estimation ac-
curacy is obtained by comparing the estimated positions with
ground truth of several artificial landmarks, viz. fiberglass posts
placed at known locations with respect to the origin of the global
reference frame chosen arbitrarily to be the vehicle starting po-
sition. Figs. 14 and 15 show the true errors of MDA for the
known artificial landmarks 1 and 2 shown in Fig. 12. The ac-
tual feature estimation errors are bounded within the limits,
further demonstrating the effectiveness and consistency of the
MDA filter.

The actual loop-closing error is used as a measure of ve-
hicle path accuracy. This error is measured by starting the ve-
hicle at a marked location and stopping at the same place after
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Fig. 13. Filter performance: range innovation (dotted line) and its two sigma
bounds (thick line).

traversing a loop and running offline runs on the data sets col-
lected. The loop closing error, which is the Euclidian distance
from the starting and estimated ending positions obtained, is
within 0.6 m over the 170-m length stretch. The improvement
in loop closing error of MDA over NN is about 8.3% and, as
against JCBB, it is 4.1%. Fig. 16 shows the computation times
for MDA, JCBB, and NN data-association algorithms. It may be
noted that the computation time for NN is the least. Although
the computation time of MDA is higher than that for the NN,
it is consistent with real-time requirements. The computation
time for JCBB, as expected, is higher and is very significant, es-
pecially with increasing spurious measurements and many fea-
tures. As illustrated in the plot of Fig. 16, the increased com-
putational requirements of JCBB is due to the variable but large
number of traversals of the hypothesis tree required at each time
step by the joint compatibility algorithm, even with branch and
bound pruning. This shows that implementing a JCBB can be
quite challenging from a computational perspective with a large
number of spurious measurements and feature densities, which
is typical of many outdoor environments, and for poor sensor
and feature extraction. However, the number of hypotheses tra-
versed by the MDA does not show an excessive variation like
in JCBB for the same experimental conditions (see Fig. 17), al-
though the results are marginally better than the JCBB.

An experiment was then conducted in a larger static outdoor
environment to test MDA’s robustness in the presence of prop-
agating nonlinearities inevitable in large-scale SLAM. The ve-
hicle is driven at an average speed of 4 m/s along an approxi-
mately 1-km stretch of road on the campus. A digital map (scale
1:5000) of the area of interest is shown in Fig. 18. In this ex-
periment, it is observed that the number of features extracted
varies from zero to 55 with an average of 27. The results of the
estimated vehicle path ( 1 km) and the feature locations are
shown superimposed on the digital map in Fig. 18 for SLAM
using MDA data association. From Fig. 18, it may be seen that
there is an approximate loop-closing error of 12.5 m. The clo-
sure error for JCBB and NN are, respectively, 15% (15.2 m) and
28% (16 m), which is more in relation to MDA. These results

show that MDA is more robust and accurate than both NN and
JCBB in large outdoor spaces where spurious measurements are
quite high. Although sizable, the relatively small values of the
loop-closing errors (considering the loop size) of all three al-
gorithms are mainly due to the good accuracy of the FOG and
odometry. However, in all three cases, it was not possible to
match the features detected at the start of the journey with the
same detected at the end while completing the loop. This in-
ability to remap features when completing the loop and the siz-
able loop-closing error are due to propagating nonlinearities in-
herent in the EKF in large-scale SLAM, observability issues, as
well as the data-association errors. The difference in data-asso-
ciation filter performances is partly why the loop-closing error
results obtained for each of the methods for the same data sets
are different.

Finally, the robustness of MDA in dynamic environments is
experimentally evaluated from data sets collected from a busy
campus car park where moving vehicles and people are ob-
served during the experiment. EKF SLAM was run for data sets
using NN, MDA, and JCBB algorithms, and the loop-closing
error was measured. The estimated trajectories for a particular
but typical data set are shown in Fig. 19. The MDA, JCBB, and
NN algorithms result in a loop-closing error of 1.5, 1.9, and
2.2 m, respectively, on the average over a distance of 350 m.
Thus JCBB and NN result in a 27% and 47% increase in the
loop-closing error when compared with that of MDA in dynamic
environments where static environment assumption of the stan-
dard SLAM is violated. This marked improvement of MDA’s
performance and robustness over the NN and JCBB methods
in this particularly dynamic scenario can be attributed to the
use of more than one frame of measurement in MDA in the
data-association process, thus providing means of removing the
returns due to moving objects and spurious measurements, as
was explained through simulations in Scenarios 1 and 3 in Sec-
tion IV-A.

V. DISCUSSION

The MDA algorithm works fairly well in general outdoor set-
tings with trees, lamp posts, and other rigid structures in the
environment. Under very poor feature extraction and scarcity
of features, the performance of the MDA degrades due to in-
creasing vehicle uncertainty, which is unavoidable as with any
other scheme. For example, when the vehicle is operating in an
area populated with dense vegetation consisting of stunted trees
and bushes, the simple feature extraction methodology based on
the centroid of regions of constant depth used here becomes in-
adequate. In areas sparsely populated with prominent features,
the measurements obtained are few and far between, causing
very significant vehicle uncertainty between updates, resulting
in degraded performance.

Since the MDA problem, which is a nonlinear 0–1 integer
programming problem, is solved through relaxation of the in-
teger constraint on the association variables, the data associa-
tion is occasionally suboptimal. This means that, although very
rare, there can be occasions where the association variables may
evaluate to fractional values, necessitating appropriate handling.
One approach is to interpret the resulting fractional solutions
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Fig. 14. Difference between the actual and estimated location for landmark 1. The 95% confidence limit is shown by dotted lines.

Fig. 15. Difference between the actual and estimated location for landmark 2. The 95% confidence limit is shown by dotted lines.

Fig. 16. Comparison of the time complexity of data-association algorithms.
Time is shown for data sampled at 0.1 s in the actual experiment.
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Fig. 17. Comparison of number of association hypotheses traversed.

for the association variables as association probabilities spec-
ifying the correspondence between feature and the measure-
ment . Let . Then,

from (10), we have

for all . Thus, for
.

During such instances, a JPDA type of update is utilized [20]
in the state update process, by modifying the EKF estimation
equations where necessary as follows:

(54)

(55)

(56)

(57)

(58)

(59)

where is the Kalman gain, is the predicted value of
the observation , and is the Jacobian of with
respect to .

Solving the data-association problem as a multidimensional
assignment problem is subject to the constraints that each mea-
surement can be associated with, at most, one feature in the map,
and a map feature can be associated with, at most, one measure-
ment in a frame. This can be a limiting assumption in certain ap-
plications in the choice of features or representation of features.

VI. CONCLUSION

A generalized, nonlinear, optimization-based framework
for data association is established. It is shown how different
data-association algorithms, including the most common
single-frame-of-measurement-based NN and multiple-mea-
surement-frames-based optimal MHT methods and its variants
can be synthesized by an appropriate choice of the cost func-
tion. More specifically, a multimeasurement-frame association

Fig. 18. Large-scale SLAM experiment performed in a university campus en-
vironment. The estimated vehicle path is shown by the thick line and features
are shown by crosses.

Fig. 19. Robustness to dynamic environments. The map is shown with the
MDA data association (for clarity). The estimated robot trajectories are shown
for NN, MDA, and JCBB data-association algorithms.

methodology is then derived based on MDA for SLAM by
using the joint likelihood of measurements in multiple frames
and features as the cost function. MDA-based data association
using two frames of measurement is rigorously formulated for
concurrent robot localization and mapping by incorporating
the sensor location uncertainty. The MDA-based algorithm is
a practical and effective alternative to the theoretically optimal
MHT. Compared with single-measurement-frame methods, the
MDA resolves association incompatibilities and ambiguities
more effectively and yields consistent maps, especially with
increased spurious measurements (clutter) and feature density
and in the presence of moving objects. In particular, this study
establishes that even though the complexity of two-frame data
association is higher, it significantly outperforms standard NN
data association. As compared with JCBB, which takes full
account of the spatial correlations between vehicle and features
in a single frame, MDA does better in settings with very high
spurious measurement densities and in the presence of moving
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objects. In addition, MDA is more efficient computationally and
amenable to real-time implementation, unlike JCBB, despite
JCBC’s use of branch-and-bound pruning of its exponential
search space. This is especially so in dynamic environments
with high spurious measurement densities.

When clutter is high and features are sparse, the compati-
bility information of features of a single measurement frame is
not sufficient to make effective data-association decisions, thus
compromising performance of single-frame-based methods.
However, in a multiple-measurement-frame approach, the
availability of more than one frame of measurement provides
for more effective data-association decisions as consistency of
measurements are looked at in several frames of measurement.
This is particularly why the performance of MDA shows a
marked improvement over other schemes in high clutter and
in the presence of dynamic objects. Moreover, the MDA algo-
rithm can be readily deployed using standard PC computing
resources in real time without any custom processing hardware.
This is primarily due to the polynomial time complexity of the
primal-dual infeasible interior-point approach, which is used to
obtain a suboptimal solution to the 0–1 integer-programming
problem of multidimensional assignment.

Another major advantage of the proposed MDA-based
data-association technique is that it can be a practical alterna-
tive to the optimal MHT-based data association if a moving
window involving many ( 2) measurement frames is utilized.
The NP-hard MHT-based data association can become in-
tractable due to combinatorial explosion in dense feature and
clutter scenarios. The solution of MDA-based data association
involving more than two frames is computationally tractable
with a multistage Lagrangian relaxation approach and use of
appropriate data structures. Therefore, this type of MDA-based
data-association algorithm, employing a finite sliding window,
can prove to be advantageous over the other deferred logic
approaches in every domain. Moreover, robust data-association
schemes such as this would definitely contribute toward devel-
oping localization and mapping algorithms with less reliance
on efficient and effective feature extraction methods.

APPENDIX I

Data association using two frames of measurement is given
as follows:

(60)

(61)

(62)

(63)

The optimal association is then the solution to

(64)

subject to the following constraints:

(65)

(66)

(67)

(68)

(69)

(70)
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