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Abstract— In this paper, adaptive robust output-feedback
force/motion control strategies are presented for mobile manip-
ulators under both holonomic and nonholonomic constraints in
the presence of uncertainties and disturbances. The controls
are developed on structural knowledge of the dynamics of the
robot, and the dynamics of actuators. The system stability
and the boundedness of tracking errors are proved using
Lyapunov stability synthesis. Simulation results validate that
not only the states of the system asymptotically converge to the
desired trajectory, but also the constraint force asymptotically
converges to the desired force.

I. INTRODUCTION

Mobile manipulators refer to robotic manipulators
mounted on mobile platforms. Such systems combine the
advantages of mobile platforms and robotic arms and re-
duce their drawbacks. Mobile manipulators possess com-
plex and strongly coupled dynamics of mobile platforms
and manipulators. Input-output feedback linearization was
investigated to control the mobile platform such that the
manipulator is always positioned at the preferred configura-
tions measured by its manipulability [1]. Similarly, through
nonlinear feedback linearization and decoupling dynamics
in [6], force/position control of the end-effector along the
same direction for mobile manipulators was proposed and
applied to nonholonomic cart pushing. In [2], the effect of
the dynamic interaction between the arm and the vehicle of a
mobile manipulator on the tracking performance was studied,
and nonlinear feedback control for the mobile manipulator
was developed to compensate for the dynamic interaction. In
[3], coordination and control of mobile manipulators were
presented with two basic task-oriented controls: end-effector
task control and platform self posture control.

To solve for the unknown parameters cases, adaptive
schemes have been investigated to deal with dynamics un-
certainty of mobile manipulators. In [4], adaptive neural
network controls had been developed for the motion control
of mobile manipulators subject to kinematic constraints.
In [5], adaptive control was proposed for trajectory/force
control of mobile manipulators subjected to holonomic and
nonholonomic constraints with unknown inertia parameters,
which ensures the state of the system to asymptotically
converge to the desired trajectory and force.
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As demonstrated in [8], actuator dynamics constitute
an important component of the complete robot dynam-
ics, especially in the case of high-velocity movement and
highly varying loads. Many control methods have therefore
been developed to take into account the effects of actuator
dynamics[9], [11]. In this paper, we will treat actuator
input voltages as control inputs and only use the position
and the driving current of actuator to address adaptive
robust output-feedback control of force/motion for a class
of mobile manipulator systems that are electrically driven
by DC motors. The systems are under both holonomic and
nonholonomic constraints in the parameter uncertainties and
external disturbances.

II. SYSTEM DESCRIPTION
Consider an n DOF mobile manipulator with nonholo-

nomic mobile base, the dynamics can be described as

M(q)q̈ + C(q, q̇)q̇ + G(q) + d(t) = B(q)τ + f (1)

where q = [qv, qr]T ∈ Rn with qv ∈ Rv denoting the
generalized coordinates for the mobile platform and qr ∈ Rr

denoting the coordinates of the manipulator, n = v + r,
and the symmetric positive definite inertia matrix M(q) ∈
Rn×n, the Centripetal and Coriolis torques C(q̇, q) ∈ Rn×n,
the gravitational torque vector G(q) ∈ Rn, the external
disturbances d(t) ∈ Rn and the control inputs τ ∈ Rm could
be represented as, respectively

M(q) =
[

Mv Mvr

Mrv Mr

]
, C(q̇, q) =

[
Cv Cvr

Crv Ca

]
G(q) =

[
Gv

Gr

]
, d(t) =

[
dv(t)
dr(t)

]
, τ =

[
τv

τr

]
B(q) = diag(Bv, Br) ∈ Rn×m is a full rank input
transformation matrix and is assumed to be known because
it is a function of fixed geometry of the system; f =
JT λ ∈ Rm denotes the vector of constraint forces; JT ∈
Rn×m is Jacobian matrix; and λ = [λn, λh]T ∈ Rm are
Lagrangian multipliers corresponding to the nonholonomic
and holonomic constraints.

Assume that the ln non-integrable and independent ve-
locity constraints on the mobile platform can be viewed as
restricting the dynamics on the manifold Ωn

Ωn = {(qv, q̇v)|A(qv)q̇v = 0} (2)

where A = [AT
1 (qv), . . . , AT

ln
(qv)]T : Rv → Rln×v is the

kinematic constraint matrix which is assumed to have full
rank ln. The effect of the nonholonomic constraints can be
viewed as the generalized constraint forces given by fv =
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AT (q)λn, where λn ∈ Rln is known as force on the contact
point between the rigid body and environmental surface.

Assume that the annihilator of the co-distribution spanned
by the covector fields A1(qv), . . . , Aln(qv) is an (v− ln)-
dimensional smooth nonsingular distribution ∆ on Rv . This
distribution ∆ is spanned by a set of (v − ln) smooth and
linearly independent vector fields H1(qv), . . . , Hv−ln(qv),
i.e., ∆ = span{H1(qv), . . . , Hv−ln(qv)}. Thus,
HT (qv)AT (qv) = 0, H(qv) = [H1(qv), . . . , Hv−ln(qv)] ∈
Rv×(v−ln). Note that HT H is of full rank. Constraints (2)
implies the existence of vector η̇ ∈ Rv−ln , such that

q̇v = H(qv)η̇ (3)

Integrating the nonholonomic constraints (2) and the trans-
formation (3) and their derivatives, the dynamics of a mobile
manipulator can be expressed as

M1(q1)q̈1 + C1(q1, q̇1)q̇1 + G1(q1) + d1(t) = B1(q1)τ
+f1 (4)

M1(q1) =
[

HT MvH HT Mvr

MrvH Mr

]
, q1 =

[
η
qr

]
C1(q1, q̇1) =

[
HT CvḢ + HT CvH HT Cva

MavḢ + CavH Cr

]
G1(q1) =

[
HT Gv

Gr

]
, d1(t) =

[
HT dv

dr

]
B1(q1)τ =

[
HT Bvτv

Brτr

]
, f1 =

[
0 0
Jv Jr

]T [
0
λh

]
Assume that the k independent holonomic constraints on

the system (4) can be written as

h(q) = 0, h(q) ∈ Rk (5)

Assume that h(q) is of full rank, then we have J(q) = ∂h(q)
∂q

and J(q)q̇ = 0. The effect of the holonomic constraints can
be viewed as the generalized constraint forces fh converted
to the joint space as fh = JT λh. Hence, the holonomic
constraint on the robot’s end-effector can be viewed as
restricting only the dynamics on the constraint manifold Ωh

defined by Ωh = {(q, q̇)|h(q) = 0, J(q)q̇ = 0}.
Assume that the mobile manipulator is a series-chain

multi-link manipulator with holonomic constraints (i.e. geo-
metric constraints). According to the implicit function theo-
rem, the vector qr can be properly rearranged and partitioned
into the form qr = [q1

r , q2
r ]T , q1

r ∈ Rr−k describes the
constrained motion of the manipulator, q2

r ∈ Rk denotes
the remaining joint variable. Then, J(q) = [∂h

∂η , ∂h
∂q1

r
, ∂h

∂q2
r
]

Moreover, there is a unique function such that the q is
expressed explicitly as the function of ζ = [η, q1

r ]T , that
is, q1 = q1(ζ) [7], and we have q̇1 = L(ζ)ζ̇ , where L(ζ) =
∂q1
∂ζ , q̈1 = L(ζ)ζ̈ + L̇(ζ)ζ̇, and L(ζ), J1(ζ) = J(q1(ζ))

satisfies the relationship LT (ζ)J1T (ζ) = 0. The dynamics
(4) restricted to the constraint surface, can be transformed
into the reduced order model:

M2ζ̈ + C2ζ̇ + G2 + d2(t) = u + J1T λh (6)

where M2 = M1(q1)L(ζ), C2 = M1(q1)L̇(ζ) +
C1(q1, q̇1)L(ζ), G2 = G1(q1), d2(t) = d1(t) and u =
B1(q1)τ .

Multiplying LT on both sides of (6), we can obtain

ML(ζ)ζ̈ + CL(ζ, ζ̇)ζ̇ + GL + dL(t) = LT u (7)

where ML(ζ) = LT (ζ)M1L(ζ), CL(ζ, ζ̇) = LT (ζ)C2,
GL = LT (ζ)G2, dL = LT (ζ)d2.

The force multipliers λh can be obtained by (6)

λh = Z(C2ζ̇ + G2 + d2(t)− u) (8)

where Z = (J1(M1)−1J1T )−1J1(M1)−1.
Property 2.1: The matrix ML(ζ) is symmetric and posi-

tive definite.
Property 2.2: The matrix ṀL(ζ) − 2CL(ζ, ζ̇) is skew-

symmetric. Moreover, for the CL(ζ, ζ̇) satisfies CL(ζ, x)y =
CL(ζ, y)x and CL(ζ, z + kx)y = CL(ζ, z)y + kCL(ζ, x)y,
∀x, y, k is scalar.

Property 2.3: For holonomic systems, matrices J1(ζ),
L(ζ) are uniformly bounded and uniformly continuous if ζ
is uniformly bounded and continuous, respectively.

Property 2.4: There exist some finite positive constants
ci > 0 (1 ≤ i ≤ 4) and finite non-negative constant
ci ≥ 0 (i = 5) such that ∀ζ ∈ Rn, ∀ζ̇ ∈ Rn,
||ML(ζ)|| ≤ c1, ||CL(ζ, ζ̇)|| ≤ c2 + c3||ζ̇||, ||GL(ζ)|| ≤ c4,
and supt≥0||dL(t)|| ≤ c5.

III. ACTUATOR DYNAMICS
The joints of the mobile manipulators are assumed

to be driven by DC motors. Consider the following
notations used to model a DC motor: ν ∈ Rm

represents the control input voltage vector; I denotes
an m-element vector of motor armature current;
KN ∈ Rm×m is a positive definite diagonal matrix which
characterizes the electromechanical conversion between
current and torque; La = diag [La1, La2, La3, ..., Lam],
Ra = diag [Ra1, Ra2, Ra3, ..., Ram], Ke =
diag [Ke1,Ke2,Ke3, ...,Kem], ω = [ω1, ω2, ..., ωm]T

represent the equivalent armature inductances, resistances,
back EMF constants, angular velocities of the driving
motors, respectively; Gr = diag(gri) ∈ Rm×m denotes the
gear ratio for m joints; τm are the torque exerted by the
motor. In order to apply the DC servomotors for actuating
an n-DOF mobile manipulator, assuming no energy losses, a
relationship between the ith joint velocity q̇i and the motor
shaft velocity ωi can be presented as gri = ωi

q̇i
= τi

τmi
with

the gear ratio of the ith joint gri, the ith motor shaft torque
τmi, and the ith joint torque τi. The motor shaft torque is
proportional to the motor current τm = KNI . The back
EMF is proportional to the angular velocity of the motor
shaft, then we can obtain

La
dI

dt
+ RaI + Keω = ν (9)

In the actuator dynamics (9), the relationship between ω and
ζ̇ is dependent on the type of mechanical system and can be
generally expressed as

ω = GrT ζ̇ (10)
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where T will be defined later.
The structure of T depends on the mechanical systems to

be controlled. For instance, in the simulation example, a two-
wheel differential drive 2-DOF mobile manipulator is used
to illustrate the control design. From [11], we have

v = (rθ̇l + rθ̇r)/2
θ̇ = (rθ̇r − rθ̇l)/2l

θ̇1 = θ̇1

θ̇2 = θ̇2

where θ̇l and θ̇r are the angular velocities of the left and right
wheels, respectively, v is the linear velocity of the mobile
platform, as shown in Fig. 1. Since ẏ = v cos θ, we have[

θ̇l θ̇r θ̇1 θ̇2

]T
= T

[
ẏ θ̇ θ̇1 θ̇2

]T
(11)

T =


1

r cos θ
l
r 0 0

1
r cos θ − l

r 0 0
0 0 1 0
0 0 0 1

 (12)

where r and l are shown in Fig. 1.
Eliminating ω from the actuator dynamics (9) by substi-

tuting (10), one obtains

LT B1GrKNI = ML(ζ)ζ̈ + CL(ζ, ζ̇)ζ̇ + GL

+dL(t) (13)
λh = Z(ζ)(C2ζ̇ + G2 + d2(t)

−B1GrKNI) (14)

ν = La
dI

dt
+ RaI + KeGrT ζ̇ (15)

Until now we have brought the kinematics (2), dynamics
(13), (14) and actuator dynamics (15) of the considered
nonholonomic system from the generalized coordinate sys-
tem q ∈ Rn to feasible independent generalized velocities
ζ ∈ Rn−ln−k without violating the nonholonomic constraint
(2).

Assumption 3.1: The actuator parameters La, Ra and Ke

are considered unknown for control design such that ||La|| ≤
α1, ||Ra|| ≤ α2, ||Ke|| ≤ α3 with finite positive constants
αi, (i = 1, . . . , 3).

Remark 3.1: In reality, these constants ci (1 ≤ i ≤ 5)
and αi (1 ≤ i ≤ 3) cannot be obtained easily. Although
any fixed large ci and αi can guarantee good performance,
it is not recommended in practice as large ci and αi simply,
in general, high noise amplification and high cost of control.
Therefore, it is necessary to develop a control law which does
not require the knowledge of ci (1 ≤ i ≤ 5) and αi (1 ≤
i ≤ 3), and adaptively tune the values of the parameters as
necessary.

IV. PROBLEM STATEMENT

Given a desired motion trajectory ζd(t) = [ηd q1
rd]

T and
a desired constraint force fd(t), or, equivalently, a desired
multiplier λd

h(t), the trajectory and force tracking control is
to determine a control law such that for any (ζ(0), ζ̇(0)) ∈ Ω,

ζ, ζ̇, λh asymptotically converge to a manifold Ωd specified
as Ω where

Ωd = {(ζ, ζ̇, λh)|ζ = ζd, ζ̇ = ζ̇d, λh = λd
h} (16)

The control design consists of two stages: (i) a virtual
input Id is designed so that the subsystems (13) and (14)
converge to the desired values, and (ii) the actual control
input ν is designed in such a way that I → Id. In turn, this
allows ζ − ζd and λh − λd

h to be stabilized to the origin.
Assumption 4.1: The desired reference trajectory ζd(t) is

assumed to be bounded and uniformly continuous, and has
bounded and uniformly continuous derivatives up to the
second order. The desired Lagrangian multiplier λd

h(t) is also
bounded and uniformly continuous.

V. ADAPTIVE ROBUST OUTPUT-FEEDBACK
CONTROL

Lemma 5.1: For x > 0 and δ ≥ 1, we have ln(cosh(x))+
δ ≥ x.
Proof: See Appendix.

Remark 5.1: Lemma 5.1 is used to facilitate the control
design.

A. Kinematic & Dynamic Subsystems

Consider the following signals:

ζ̇r = ζ̇d −Kζ(ζ̂ − ζ) = ζ̇d −Kζeζ + Kζ ζ̃ (17)

r1 = ζ̇ − ζ̇r = ėζ + Kζeζ −Kζ ζ̃ (18)

ζ̇o = ˙̂
ζ −Kζ ζ̃ (19)

r2 = ζ̇ − ζ̇o = ˙̃
ζ + Kζ ζ̃ (20)

r = r1 + r2 (21)
eλ = λh − λd

h (22)

where eζ = ζ − ζd, ζ̃ = ζ − ζ̂ with ζ̂ denoting the estimate
of ζ and Kζ is diagonal positive.

The linear observer [10] for velocity estimation is intro-
duced to the system

˙̂
ζ = z + Kζ ζ̃ + kdζ̃ (23)

ż = ζ̈r + kdKζ ζ̃ (24)

where kd is a positive constant.
Let I = [Ia, Ib]T , Ia ∈ Rn−ln−k for the position control

joints and Ib ∈ Rk for force control joints, and consider the
control u of the following form:

u = L+T
ua − J1T ub (25)

ua = B1
aGrKNaIa

ub = B1
b GrKNbIb

where B1 = [B1
a B1

b ]T , ua, B1
a ∈ Rn−ln−k and ub, B

1
b ∈ Rk

and L+ = (LT L)−1LT . Then, equations (7) and (8) can be
rewritten as

B1
aGrKNaIa = ML(ζ)ζ̈ + CL(ζ, ζ̇)ζ̇ + GL + dL(t) (26)

λh = Z(ζ)(C2ζ̇ + G2 + d1(t)
−B1

aGrKNaIa) + B1
b GrKNbIb (27)
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Consider the following virtual control laws:

Id = [Iad, Ibd]T (28)
Iad = (B1

aGrKNa)−1(−Kp(r1 − r2)−Ki(ζ̃ + eζ)

−sgn(r)[ln(cosh(Φ̂)) + δ]) (29)
Φ̂ = ĈT Ψ (30)

˙̂
C

T

= −ΛĈT + ΓΨ||r|| (31)

Ibd = (B1
b GrKNb)−1([ln(cosh(χ̂) + δ]L+T

ζ̈d

+λd
h −Kfeλ) (32)

χ̂ = ĉ1‖Z∗‖ (33)

where Id = [Iad, Ibd]T is the desired motor current. Ĉ =
[ĉ1 ĉ2 ĉ3 ĉ4 ĉ5]T ; Ψ = [‖ d

dt [ζ̇r]‖ ‖ζ̇r‖ ‖ζ‖‖ζ̇r‖ 1 1]T ;
Kp,Ki,Kf are diagonal positive; if r > 0, sgn(r) = 1,
else sgn(r) = −1; δ ≥ 1 is constant, Γ and Λ are posi-
tive diagonal matrices, Z∗ = (J1(M∗)−1J1T )−1J1(M∗)−1

with ‖LT M∗L‖ = ĉ1.

B. Control Design at the Actuator Level

We can design the control input ν such that I converges
to Id, then (ζ − ζd) → 0 and (λh − λd

h) → 0.
Define

eI =
∫

(I − Id)dt

ėI = I − Id

Ir = Id −KreI

s = ėI + KreI

Substituting I and ζ̇ of (15), one gets

Laṡ + Ras + KeGrT ėζ = −Laİr −RaIr −KeGrT ζ̇d + ν

Consider the control law

ν = −sgn(s)[ln(cosh(ϕ̂)] + δ)−Kvs (34)

where ϕ̂ = α̂T µ, α̂ = [α̂1 α̂2 α̂3]T , ˙̂α = −κα̂ + βµ||s||,
and µ = [‖İd‖ ‖Id‖ Gr‖T ζ̇d‖]T where κ, β are positive
diagonal.

C. Stability Analysis for the System

Theorem 5.1: Consider the mechanical system described
by (1), (2) and (5), using the control law (29), (32) and (34),
the following hold for any (q(0), q̇(0)) ∈ Ωn ∩ Ωh:

(i) r and s converge to a set containing the origin as t →
∞;

(ii) eq and ėq asymptotically converge to 0 as t →∞; and
(iii) eλ and τ are bounded for all t ≥ 0.

Proof (i) By combining (13) with (18), the closed-loop
system dynamics can be rewritten as

ML(ζ)ṙ1 = B1
aGrKNaIad + B1

aGrKNas− γ

−(CL(ζ, ζ̇) + CL(ζ, ζ̇r))r1 (35)

where γ = ML(ζ)ζ̈r + CL(ζ, ζ̇r)ζ̇r + GL + dL.

Substituting (29) into (35) and consider Property 2.2, the
closed-loop dynamics is obtained

ML(ζ)ṙ1 = −CL(ζ, ζ̇)r1 −Kp(r1 − r2)−Ki(ζ̃ + eζ)

−sgn(r)[ln(cosh(Φ̂)) + δ]
−γ − CL(ζ, ζ̇r)r1 + B1

aGrKNas (36)

Differentiating (23) and considering (24), one has
¨̂
ζ = ζ̈r + kd

˙̃
ζ + kdKζ ζ̃ + Kζ

˙̃
ζ (37)

which leads to

ṙ2 + kdr2 = ṙ1 (38)

Subsituting (38) into (36) and consider Property 2.2, we have

ML(ζ)ṙ2 = −CL(ζ, ζ̇)r2 − (kdML(ζ)−Kp)r2 −Kpr1

+CL(ζ, ζ̇r + r1)r2 − CL(ζ, r1)(r1 + 2ζ̇r)
−Ki(ζ̃ + eζ)− sgn(r)[ln(cosh(Φ̂)) + δ]
−γ + B1

aGrKNas (39)

Consider the Lyapunov function candidate

V = V1 + V2 (40)

V1 =
1
2
XTMX (41)

V2 =
1
2
sT Las +

1
2
α̃T KNaβ−1α̃ (42)

where X = [rT
1 eT

ζ rT
2 ζ̃T C̃T ]T and M =

diag[ML Ki ML Ki Γ−1].
Differentiating V1 with respect to time, we have

V̇1 = rT
1 (MLṙ1 +

1
2
ṀLr1)

+rT
2 (MLṙ2 +

1
2
ṀLr2) + C̃T Γ−1 ˙̃C

+eT
ζ Keėζ + ζ̃T Ki

˙̃
ζ (43)

From Property 2.1 and Property 2.2, considering ėζ = r1 −
Kζeζ + Kζ ζ̃, ˙̃

ζ = r2 − Kζ ζ̃ from (18) and (20), the time
derivative of V1 along the trajectory of (36) and (39) is

V̇1 = −rT
1 Kpr1 − rT

2 (kdML(ζ)−Kp)r2

−rT
2 Kieζ + ζ̃T KiKζeζ − rT

1 Kiζ̃

−eT
ζ KiKζeζ − ζ̃T KiKζ ζ̃

−rT sgn(r)[ln(cosh(Φ̂)) + δ]− rT γ

−rT
1 CL(ζ, ζ̇r)r1 + rT

2 CL(ζ, ζ̇r + r1)r2

−rT
2 CL(ζ, r1)(r1 + 2ζ̇r)

+C̃T Γ−1 ˙̃C + rT B1
aGrKNas

Considering Lemma 5.1, we have ln(cosh(Φ̂)) + δ ≥ Φ̂,
and ‖r‖[ln(cosh(Φ̂)) + δ] ≥ ‖r‖Φ̂,

Since

‖Ki‖‖eζ‖‖r2‖ ≤ 1
2
‖(Ki‖‖eζ‖2 + Ki‖r2‖2)

‖KiKζ‖eζ‖‖ζ̃‖ ≤ 1
2
(KiKζ‖eζ‖2 + KiKζ‖ζ̃‖2)

‖Ki‖‖ζ̃‖‖r1‖ ≤ 1
2
(Ki‖ζ̃‖2 + Ki‖r1‖2)
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From Property 2.4, the following relationships are valid:

‖CL(ζ, ζ̇r)‖ ≤ µ1 (44)
‖CL(ζ, ζ̇r + r1)‖ ≤ µ2 (45)

‖CL(ζ, r1)(r1 + 2ζ̇r)‖ ≤ µ3 (46)

where µ1, µ2 and µ3 are known constants.
Therefore, we have

V̇1 ≤ −rT
1

(
Kp −

1
2
‖Ki‖I − µ1I −

1
2
µ3I

)
r1

−rT
2

(
kdML(ζ)−Kp − (

1
2
‖Ki‖+ µ2 +

1
2
µ3)I

)
r2

−eT
ζ

(
KiKζ −

1
2
‖KiKζ‖I −

1
2
‖Ki‖I

)
eζ

−ζ̃T

(
KiKζ −

1
2
‖KiKζ‖I −

1
2
‖Ki‖I

)
ζ̃

+
1
4
CT Γ−1ΛC + rT B1

aGrKNas (47)

Differentiating V2(t) and using (15), one has

V̇2 = −sT KNa[−ν + (Laİr + RaIr + KeGrT ζ̇d)
+Ras + KeGrT ėζ ] + α̃T KNaβ−1 ˙̃α (48)

Substituting ν in (48) by the control law (34) and noting
‖s‖[ln(cosh(ϕ̂)) + δ] ≥ ‖s‖ϕ̂, we have

V̇2 ≤ −sT (Kv + Ra)s
−sT KeGrT (r1 −Kζeζ + Kζ ζ̃)

+
1
4
αT β−1κα (49)

Since the last term in (47)

rT B1
aGrKNas ≤ 1

2
‖B1

aGrKNa‖‖r1‖2

+
1
2
‖B1

aGrKNa‖‖r2‖2 + ‖B1
aGrKNa‖‖s‖2 (50)

and

−sT KeGrT (r1 −Kζeζ + Kζ ζ̃) ≤
3
2
‖KeGrT‖‖s‖2 +

1
2
‖KeGrT‖‖r1‖2

+
1
2
‖KeGrKζ‖‖eζ‖2 +

1
2
‖KeGrKζ‖‖ζ̃‖2 (51)

Integrating (47), (49), (50) and (51), we obtain

V̇ ≤ 1
4
(CT KNaΓ−1ΛC + αT KNaβ−1κα) (52)

(ii) Since V is bounded, which implies that r1, r2, s ∈
Ln−k
∞ . From the definitions of r1 and r2 and s, it can be

obtained that eζ , ėζ , eI , ėI ∈ Ln−k
∞ . As we have established

eζ , ėζ , eI , ėI ∈ L∞, from Assumption 4.1, we conclude that
ζ(t), ζ̇(t), ζ̇r(t), ζ̈r(t), I, İ, Ir, İr ∈ Ln−k

∞ and q̇ ∈ Ln
∞.

Therefore, all the signals on the right hand side of (36) and
(39) are bounded and we can conclude that ṙ1, ṙ2 and ṡ and
therefore ζ̈ and İr are bounded. Thus, r, s → 0 as t →∞ can
be obtained. Consequently, we have eζ , eI → 0, ėζ , ėI → 0
as t →∞. It follows that eq, ėq → 0 as t →∞.

(iii) Substituting the control (29) and (32) into the reduced
order dynamics (27) yields

(1 + Kf )eλ = Z(C1(ζ, ζ̇)ζ̇ + G1 + d1(t)

−L+T
B1

aGrKNaIa) + B1
b GrKNbIbr + B1

b GrKNbs

= −ZL+T
ML(ζ)ζ̈ + [ln(cosh(χ̂)) + δ]L+T

ζ̈r

+B1
b GrKNbs (53)

For the joints in the force space, since ζ̇ = 0, I ∈ Rk,
(15) could be written as La

dIb

dt + RaIb = νb. Therefore,
r = 0 and s = 0 in the force space, (49) could be written as
V̇2 = −sT KNb(Kv + Ra)s. Since KNb is bounded, V̇ < 0,
we can obtain s → 0 as t →∞. The proof is completed by
noticing that since ζ̈, Z, KNb and s are bounded. Moreover,
ζ → ζd, and −ZL+T

ML(ζ)ζ̈d + [ln(cosh(χ̂)) + δ]L+T
ζ̈d

is bounded, s → 0, the right-hand side terms of (53) tend
uniformly asymptotically to zero, then it follows that eλ → 0,
then λh → λd

h.
Since r, ζ, ζ̇, ζr, ζ̇r, ζ̈r, eλ and s are all bounded, it is

easy to conclude that τ is bounded from (25).

VI. SIMULATIONS

Consider the mobile manipulator system shown in Fig.
1. Let the desired trajectory qd = [xd, yd, θd, θ1d, θ2d]T

and the end-effector is subject to the geometric constraint:
Φ = l1 + l2 sin(θ2) = 0, and yd = 1.5 sin(t), θd =
1.0 sin(t), θ1d = π/4(1 − cos(t)), λd

h = 10.0N . In the
simulation, we assume that the parameters mp = m1 =
m2 = 1.0kg, Iw = Ip = 1.0kg/m2, 2I1 = I2 =
1.0kg/m2, I = 0.5kg/m2, d = l = r = 1.0m,
2l1 = 1.0m, 2l2 = 0.6m, q(0) = [0, 2.0, 0.6, 0.5]T ,
q̇(0) = [0.0, 0.0, 0.0, 0.0]T , KN = diag[0.01], Gr =
diag[100], La = [0.005, 0.005, 0.005, 0.005]T , Ra =
[2.5, 2.5, 2.5, 2.5]T , and Ke = [0.02, 0.02, 0.02, 0.02]T . The
disturbances on the mobile base are set 0.1 sin(t) and
0.1 cos(t). By Theorem 5.1, the observer gain is selected
as kd = diag[50], the control gains are selected as
Kp = diag[10.0, 10.0, 10.0], Kζ = diag[1.0, 1.0, 1.0],Kv =
diag[10.0, 10.0, 10.0, 10.0], Ki = diag[0.5] and Kf =
0.995, C(0) = [1.0, 1.0, 1.0, 1.0, 1.0]T , KN = 0.1, Gr = 50,
Kv = diag[10, 10, 10, 10], Λ = κ = diag[1/(1 + t)2],
Γ = diag[4.8], β = diag[0.2], α(0) = [0.001, 1.0, 0.01].
The disturbance on the mobile base is set 0.1 sin(t) and
0.1 cos(t). The simulation results for motion/force are shown
in Figs. 2 and Fig. 4. The input voltages on the motors are
shown in Fig. 3 and Fig. 5. The simulation results show that:
the trajectory and force tracking errors asymptotically tend
to zero.

VII. CONCLUSIONS

In this paper, adaptive robust control integrating an ob-
server has been presented systematically to control the
holonomic constrained noholonomic mobile manipulator in
the presence of uncertainties and disturbances and actuator
dynamics has been considered in the control.
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APPENDIX

Proof: If x ≥ 0, we have
∫ x

0
2

e2s+1ds <
∫ x

0
2

e2s ds =
1− e−2x < 1. Therefore, ln(cosh(x)) + δ ≥ ln(cosh(x)) +∫ x

0
2

e2s+1ds with δ ≥ 1. Let f(x) = ln(cosh(x)) +∫ x

0
2

e2s+1ds− x, we have ḟ(x) = ex−e−x

ex+e−x + 2
e2x+1 − 1 = 0.

From the Mean Value Theorem, we have f(x) − f(0) =
ḟ(x)(x − 0). Since f(0) = 0, we have f(x) = 0 that is,
ln(cosh(x))+

∫ x

0
2

e2s+1ds = x, then, we have ln(cosh(x))+
δ ≥ x. This completes the proof.
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Fig. 1. The 2-DOF Mobile Manipulator

Fig. 2. The positions of the joints

Fig. 3. The input voltages

Fig. 4. The constraint force

Fig. 5. The input voltage of the joint 2
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