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Abstract—A comparison of classical vector, and recently pro-
posed set, based Simultaneous Localisation and Mapping (SLAM)
algorithms is presented, based on tests in a marine environment.
An Autonomous Surface Craft (ASC) is described, which com-
prises a simple kayak base and a commercially available X-band
marine radar. With restrictive landmark modelling, and a lack of
vehicle control input information, it is demonstrated that under
a random set based framework, useful results can be obtained,
despite the presence of a high rate of sea clutter, caused by
the rolling and pitching of the ASC on the sea surface. This
work is a step towards realising an ASC capable of performing
environmental or security surveillance of a marine environment.

Index Terms—Autonomous Navigation, Random Finite Set
(RFS) SLAM, Marine Radar, Autonomous Surface Craft

I. I NTRODUCTION

SLAM techniques, which rely on random vectors to repre-
sent sensor measurements and landmark maps, are extremely
fragile under the realistic conditions of landmark detection and
association uncertainty. Stemming from the seminal develop-
ments in the tracking community [1], recent SLAM investi-
gations suggest that a landmark map is more appropriately
represented as aset of landmarks, requiring the tools of
Random Finite Set (RFS) theory, known as Finite Set Statistics
(FISST) [2], [3]. By applying FISST to the SLAM problem,
it has been demonstrated that the necessity for fragile map
management and data association can be eliminated. A simple
FISST, known as theProbability Hypothesis Density(PHD)
provides estimates of the number of landmarks encountered in
SLAM, as well as their spatial locations, taking into account
a sensor’s and/or landmark detection algorithm’s probabilities
of detection and false alarm. This is therefore adopted in this
paper, in the form, of aRao-Blackwellized, (RB)-PHD-SLAM
approach.

This article focusses on the navigational aspects of an
Autonomous Surface Craft (ASC), which must perform SLAM
in a coastal environment, adopting a commercially available
marine radar, shown in Figure 1(a). Due to sea movement
and currents, such a small ASC frequently undergoes relatively
large angular changes in its roll, pitch, and yaw angles. This
results in many clutter1 returns from the on board sensor, due

1returned sensor readings incorrectly thought to correspond to useful
landmarks.

to frequent impingement of the transmitted radio waves and the
sea surface. In the presence of such high levels ofsea clutter,
it will be demonstrated that FISST based SLAM is the natural
choice for autonomous marine applications. For comparison
purposes however, it is desirable to test the FISST based
SLAM performance with state of the art vector based SLAM
techniques from the robotics literature. It will be demonstrated
that Nearest Neighbour (NN) based data association, together
with extended Kalman Filter (EKF) based SLAM (referred
to as NN-EKF-SLAM) with standard map management tech-
niques, diverges almost immediately with such high clutter
levels, due to many landmark miss-associations. Therefore, for
the purposes of comparison, radar detections are smoothed,
thresholded and finally clustered to yield a much reduced
landmark set. This of course results in a loss of information, as
valid landmarks will inevitably be accidently removed in such
techniques. However, this manageable, reduced size landmark
set allows an NN-EKF-SLAM implementation, for comparison
purposes.

II. RELATED WORK

This paper is an extension of [4], which provided an
initial implementation of RFS SLAM in a marine environment,
without comparisons to vector based approaches.

While marine based SLAM investigations have taken place
over the past few years, they have largely focussed on the
underwater domain. In [5], a delayed-state SLAM approach
was presented and implemented on an underwater vehicle
with vision sensors. A motion estimation and map building
algorithm based on the fusion of vision and sector scan
sonar data was presented in [6]. SLAM implementations in
a swimming pool using a line-feature approach and scanning
sonar were presented in [7]. The study was extended to a semi-
structured underwater scenario in [8].

In the grounded autonomous robotics community, radar
sensors have been adopted by quite a number of research
groups worldwide. [9] used a W-band radar sensor for feature
based SLAM experimental analyses, while reflectivity patterns
from leisure craft were examined in [10]. Further SLAM and
mapping investigations using W-band radar were presented in
[11], [12] examining the signal statistics and their influence on
the resulting localisation and map estimates.
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III. T HE ASC AND THE COASTAL ENVIRONMENT

The ASC is a robotic sea-kayak which is a low cost, high
load bearing platform, being highly maneuverable and capable
of operating in shallow waters. It was originally developed
at the Dept. of Mechanical and Ocean Engineering, MIT for
experiments in autonomous navigation in rivers and coastal
environments [13]. For stabilisation in the choppy waters
common to the test site, lateral buoyancy aids were added to
the platform, as depicted in Figure 1(a). The vehicle could be
remote operated via a radio link, through the control of an on
board, steerable electric thruster. A marine, X-Band radarwas
mounted on a 1.5m length pole above the sea surface. The
X-Band radar used was the M-1832 BlackBox Radar from
Furuno, powered by an on board battery. The mechanically
scanned beam has a width of3.9o in azimuth and20o in
elevation. The large elevation beam width makes the sensor
robust to the sometimes severe pitch and roll of the ASC. A
GPS receiver (Crescent Hemisphere 110), as well as a KVH
Industries, Inc. DSP5000 single-axis gyroscope for 3D pose
(xk, yk, φk) measurements were also used in the experiments.
An on board processing unit logged the GPS and gyro data at
a rate of 1Hz, with the radar data being sampled and logged at
a scan rate of 0.5Hz - i.e. 1 full 360o sweep of the environment
required 2 seconds. Given that the distance traversed by the
ASC over a single radar scan is negligible compared to its
maximum range capability of 36 nautical miles, and compared
to its low resolution (7.5m), the issues of distortion with
mechanically scanned sensors [7] were considered insignificant
in this work.

Figure 1 shows the coastal environment and the type of
landmarks to be detected and used in the sea based SLAM
experiments. While the unusually low mounting height of the

(a) The coastal environment and landmarks. (b) A buoy fixed
landmark.

Fig. 1: The ASC and a typical landmark used for coastal SLAM.

marine radar undoubtedly increases the sea clutter interference
in the logged data, by adopting suitable processing algorithms,
the signal can be readily used for recursive localisation and
map estimation filters as demonstrated later in Section VI.
For the trials carried out in this work, the radar range bin

resolution,δr(q), was set to 7.5m, with a maximum range2 of
7.68 km.

The following section describes the extraction of landmarks
from this data for the purpose of performing SLAM.

IV. M ARINE RADAR LANDMARK EXTRACTION

Noise in the radar A-Scopes3 in coastal environments
largely consists of sea clutter. Prior to performing landmark
selection, the data is first classified into landmark,H1 hy-
pothesis, and, in this paper, the no landmark or clutterH0

hypothesis, via a CFAR detector. Such probabilistic detection
methods are based on an underlying assumption on the noise
amplitude statistics.

1) Adaptive Coastal Landmark Detection - OS-CFAR:If
S lin is the linearised received radar signal amplitude4 with
any range compensation removed then the empirical sea clutter
amplitude,p(S lin |H0) can be obtained empirically by Monte
Carlo (MC) analysis over a large number of sample scans,
using manually selected windows containing only radar returns
from the sea. The results of such an MC analysis are shown in
Figure 2 (left), together with its best fit, continuous exponential
distribution,

p(S lin |H0) =





1

µc
exp−S lin/µc if S lin > 0

0 Otherwise
(1)

whereµc is the clutter exponential distribution parameter. In
practice, the momentµc may change depending on the sea
state or roll / pitch of the ASC. Due to the closely lying point
landmarks and to minimise potential landmark masking issues
[15], an Ordered Statistics (OS)-CFAR detection method is
applied to locally estimate the moment,µc, in each range bin,
q, and derive an adaptive threshold value,SOS-CFAR(q).

Figure 2 (centre) shows a sample A-Scope, recorded at a
particular radar bearing angle, comprising sea clutter as well
as both point surface craft and extended land landmarks. The
theoretical probability of false alarmPOS-CFAR

fa of the OS-
CFAR processor is

POS-CFAR
fa = kos

(
2W

kos

)
(kos − 1)!(γ + 2W − kos)!

(γ + 2W )!
, (2)

where W is the CFAR window width either side of the
particular range bin, usually referred to as the cell under test
(CUT), kos is the OS-CFARk-factor andγ represents the
scaling constant which determines the decision threshold to
achieve a fixed rate of false alarm. The value ofγ can be
obtained by non-linear, numerical zero finding routines from
Equation 2 according to the desiredPOS-CFAR

fa . A landmark is

2At a radar height of just over 1.5m above sea level, landmarks of height
greater than 3m above sea level (ships etc) will only fall into the line of
sight of the radar at distances up to approximately 10km anyway, due to the
curvature of the earth. This neglects atmospheric refractional effects, which
can actually increase the line of sight of a radar [14].

3“A-Scope” is the term used to describe the received power as afunction
of range, when displayed graphically as in Figure 2 (Centre).

4Note that for processing purposes, the linearised receivedpower is used,
however, due to the large dynamic range of the received power,a logarithmic
scale is used for graphical purposes.
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Fig. 2: Left: The empirical sea-clutter amplitude distribution. Centre: A sample radar power vs. range spectrum showing sea clutter, point
and extended landmarks. Right: An adaptive OS-CFAR detection threshold.

considered detected in range binq if the received powerS lin(q)
obeys

S lin(q) ≥ SOS-CFAR(q) = γT (S lin(q)) (3)

whereT (S lin(q)) is the test statistic determined from the cells
neighbouring the CUTq according to the OS-CFAR criterion.
This criterion is that the test statisticT (S lin(q)) is chosen as
the ranked power valueS lin

kos
, and thatkos is normally chosen

to be 3W/2 [15]. Importantly, each received power value is
accompanied by a probability of detectionPOS-CFAR

D given by

POS-CFAR
D (q) =

kos−1∏

i=0

2W − i

2W − i+ (γ/2W (1 + ηSNP(q)))
(4)

where

ηSNP(q) =
S lin(q)

S lin
kos

(5)

The resulting threshold across all the range bins for the
sample A-Scope is shown in the right hand graph of Figure
2, using the parameters,W = 20, POS-CFAR

fa = 0.05 and
kos = (3W/2) = 30. As can be seen, the point landmarks
are detected, while most of the land reflections are suppressed.
This is because land reflections have the appearance of clutter
measurements. This is useful for SLAM applications, since
extended landmarks are more difficult to reliably parameterise
as stable landmarks. The resulting map however then reflects
only point-like objects.

A 360o Plan Position Indicator(PPI) scan of the coastal
environment showing the power values which have exceeded
the OS-CFAR threshold, is shown in Figure 3. All received
power valuesS lin(q) < SOS-CFAR(q) have been removed from
the scan as assumed noise or sea clutter. Each of the remaining
power valuesS lin(q) ≥ SOS-CFAR(q) were considered as valid
point landmarks in the RB-PHD-SLAM experiments, each
accompanied by a uniquePOS-CFAR

D . For the NN-EKF-SLAM
experiment, this landmark set, which still contains many false
alarms, had to be further reduced, based on image smoothing
techniques.

2) Image Based Smoothing - Gaussian Filtering:Based on
the point landmark detections from the OS-CFAR threshold,
the regions of the measurement data are further examined to
assess their likelihood of representing stable landmarks.The
received power data was first converted from its natural polar
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Fig. 3: PPI display showing power values which have exceeded the
S

OS-CFAR. This is the input data for the RB-PHD-SLAM experiments.

form to Cartesian form using a weighted 4 point transformation
technique, to minimise the effects of pixelation at larger ranges
[16]. This form of the scan constitutes a Cartesian grid (image)
with power valuesS log(x, y), represented as colour values.

In the measurement data, landmarks rarely occupy a single
range bin. Therefore, to suppress the high frequency signal
fluctuations, which have successfully passed through the OS-
CFAR detector, a Gaussian filter was applied to the raw data.
The 2D Gaussian low pass filter [17] was convolved with the
regions of the scan identified as landmarks by the OS-CFAR
threshold.

3) Image Based Thresholding:To further reduce noise in
the image, a simple threshold was applied and all values below
the threshold were set to zero. The value was selected based
on a histogram of the Gaussian smoothed radar measurements
over the whole sequence. A suitable threshold forS lin(x, y)
was then selected below which, most of the returns were
assumed to still constitute noise or sea clutter.

4) Image Based Clustering:Clustering is the term used to
identify parts of the radar image which belong to the same
landmark. This is achieved by combining all connected pixels



which have non-zero value into one cluster. Figure 4 shows the
result of clustering the thresholded image. Different colours are
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Fig. 4: Clustering and landmark estimation, based on a thresholded,
Gaussian smoothed PPI scan. This is the input data for the NN-EKF-
SLAM experiments.

used to identify different clusters.
5) Landmark Labelling:Two characteristics of each cluster

are extracted in this step. First the position of the centre of
area in Cartesian coordinates are determined and second the
area of the cluster is determined in terms of pixel number, and
converted to square meters.

The large clusters which represent parts of islands or the
mainland were not used in the SLAM experiments. This is
because the radar can only detect their outline partially, which
leads to unreliable landmarks of changing size and position.
Also a minimum size for clusters determined to be landmarks
can be set, to remove some of the smaller noisy power values.

In Figure 4, the extracted landmarks are processed as
described above and superimposed on to the cluster-image.
The areas of the red circles correspond to the area of each
cluster, and their centres are located at the centres of areaof
each cluster. In this example, clusters smaller than 200m2 and
larger than 20000m2, as well as all landmarks within a radius
of 300 meters of the radar, were deleted.

6) Comments on Landmark Reduction Techniques:Clearly
with such image processing based techniques, there are many
parameters which can be set to achieve a set of clusters.
While the OS-CFAR detector is based on a principledPOS-CFAR

fa

value, clear violations of the CFAR assumptions cause many
more false alarms than those statistically expected. The image
smoothing methods high-lighted here are therefore imple-
mented as a simple means to reduce the number of false alarms.
In the SLAM results, it will be shown that state of the art,
vector based methods are unable to yield consistent estimates
without such techniques being applied a-priori. The presented
RFS based SLAM estimator will however be shown to be
capable of operating on the results of the OS-CFAR processor

(Figure 3) directly, without the need to resort to such ad-hoc
clutter/noise reduction techniques.

V. THE MARINE BASED SLAM A LGORITHMS

This section describes the landmark-based SLAM algorithm
implemented and analysed in this paper.

7) The ASC Process Model:Unlike ground based vehi-
cles which are generally restricted to forward facing motion
dynamics, a sea-based ASC is subject to numerous uncertain
disturbances such as currents and wind, moving the ASC in
any arbitrary direction. To account for these differences the
following non-linear process model is adopted

xk = xk−1 + Vk−1∆Tk cos(φk−1 + δφk−1) + vxk−1

yk = yk−1 + Vk−1∆Tk sin(φk−1 + δφk−1) + vyk−1

φk = φk−1 + δφk−1 + vφk−1 (6)

wherexk, yk andφk represent the Easting, Northing and ASC
heading angle with respect to north at timek. This can be
expressed in vector form using the vehicle’s state vectorXk =
[xk yk φk]

T :

Xk = Fv(Xk−1, Uk−1) + vk−1 (7)

whereFv() corresponds to a vehicle motion vector function
encapsulating the three Equations 6 andUk−1 represents a
vector comprising the input velocity signal and the measured
angular change - i.e.Uk−1 = [Vk−1 δφk−1]

T , recorded by
an on board single axis gyroscope5. vxk−1, vyk−1 and vφk−1

represent random perturbations in the ASC motion due to
external sea forces and are modelled by white Gaussian signals,
encapsulated in the noise vectorvk−1 = [vxk−1 vyk−1 vφk−1]

T .
∆Tk = tk − tk−1 is determined from the measurement rate of
the gyro. In this experiment, for simplicity,Vk = Vk−1 and is
chosen a priori due to the lack of suitable Doppler Velocity Log
(DVL) sensors. This vehicle process model will be used in all
of the SLAM algorithms, developed for comparison purposes,
in this paper.

A. RFS SLAM with the PHD Filter

1) The RFS Measurement Model:The primary exterocep-
tive measurement sensor is the X-band radar. Such a sensor is
prone to missed detections, false alarms, measurement noise
and data association uncertainty. To encapsulate such sources
of uncertainty, the RFS measurement model is adopted

Zk =
⋃

m∈Mk

Dk(m,Xk) ∪ Ck(Xk) (8)

which incorporates the set based landmark detections
Dk(m,Xk) and the spurious measurementsCk(Xk). Land-
marks within the set mapMk are referred to asm. The
individual landmark detectionszik = [rik θik]

T comprise

5Note that although the gyroscopic measurements are recorded at time k,
they are used to provide an estimate of the desired input change in heading
at timek − 1. Hence the input value corresponding to the gyro information
is δφk−1.



relative range and bearing measurements from the ASC pose
at timek, given by

r i
k =

√
(x i

k − x radar
k )2 + (y i

k − y radar
k )2 + wr

k (9)

θ i
k = arctan

[
y i
k − y radar

k

x i
k − x radar

k

]
− φk−1|k−1 + wθ

k (10)

where(xi
k, y

i
k) are the Cartesian coordinates of theith land-

mark, (x radar
k , y radar

k ) represents the coordinates of the radar
location on the ASC andwr

k andwθ
k represent the radar range

and bearing noise at timek respectively [9].
2) The PHD SLAM Filter: In a similar vein as the Fast-

SLAM concept, the RFS-SLAM joint posterior can be fac-
torised when the map is represented as a conditional PDF,
conditioned on an entire vehicle trajectoryX0:k - i.e.

pk(X0:k,Mk|Z0:k, U0:k−1, X0) =

pk(X0:k|Z0:k, U0:k−1, X0)pk(Mk|Z0:k, X0:k) (11)

where a Rao-Blackwellized implementation implies the map-
ping recursion is approximated by a Gaussian Mixture (GM)-
PHD Filter, and the trajectory recursion by a Particle Filter
[2]. Z0:k represents the set of all measurements from time0
to k, U0:k−1 represents all inputs from time0 to k−1 andX0

is the initial pose of the ASC. The calculation of the particle
weighting likelihood however, requires the evaluation of

gk(Zk|Z0:k−1, X0:k) =

∫
p(Zk,Mk|Z0:k−1, X0:k)δMk,

(12)
which involves a set integral over all possible maps. Note
that this likelihood is simply the normalising constant of
the Bayes recursion for propagating the RFS map density,
pk(Mk|Z0:k, X0:k) in Equation 11. The weighting likelihood
can then be written,

gk(Zk|Z0:k−1, X0:k) =
gk(Zk|Mk, Xk)pk|k−1(Mk|X0:k)

pk(Mk|X0:k)
.

(13)
By approximating the predicted and updated RFS map densi-
ties as Poisson RFSs and setting the dummy variableMk =
{mchosen}, wheremchosenis a single landmark chosen according
to a given strategy, the weighting likelihood can be determined
in closed form, as a function of the probability of detectionof
the chosen landmarkPOS-CFAR

D (mchosen|Xk), and the updated
and predicted PHDs of the map.

The map is estimated with a GM implementation of the
PHD predictor,

vk|k−1(m|X0:k) = vk−1(m|X0:k−1) + b(m|Xk) (14)

whereb(m|Xk) is the PHD of the new landmark RFS,B(Xk),
and corrector,

vk(m|X0:k) = vk|k−1(m|X0:k)

[
1− POS-CFAR

D (m|Xk)+

∑

z∈Zk

Λ(m|Xk)

ck(z|Xk) +
∫
ξ∈Mk

Λ(ξ|Xk)vk|k−1(ξ|X0:k)dξ

]
(15)

whereΛ(m|Xk) = POS-CFAR
D (m|Xk)gk(z|m,Xk) and,

POS-CFAR
D (m|Xk) = the probability of detecting a land-

mark atm, from ASC poseXk.
ck(z|Xk) = PHD of the clutter RFSCk in

Equation 8 at timek.

In contrast to vector based SLAM algorithms, the PHD map
representation allows for a natural ability to average feature
maps. Map estimates fromN independent trajectory particles
can be averaged into an expected map, even with map estimates
of different size and without having to resolve the intra-map
feature associations. Consequently both the expected vehicle
trajectory and feature map can be determined as follows:

Given the posterior set of weightsη(i)k and particlesX(i)
0:k

and corresponding map PHDsv(i)k (m|X
(i)
0:k),

{
η
(i)
k , X

(i)
0:k, v

(i)
k (m|X

(i)
0:k)

}N

i=1

, (16)

and definingη̄ =
∑N

i=1 η
(i)
k then,

X̂0:k =
1

η̄

N∑

i=1

η
(i)
k X

(i)
0:k. (17)

The posterior PHD of the map is then the expectation of
the trajectory-conditioned PHDs and thus

vk(m|X0:k) =
1

η̄

N∑

i=1

η
(i)
k v

(i)
k (m|X

(i)
0:k). (18)

If m̂k =
∫
vk(m|X0:k)dm, is the mass of the posterior map

PHD, the expected map estimate can then be extracted by
choosing them̂k highest local maxima.

Further implementation details of this algorithm, including
pseudo-code examples, are given in [2], [3].

B. NN-EKF-SLAM Implementation

For comparison purposes, an NN-EKF-SLAM implemen-
tation was carried out, based on the landmarks extracted
in Section IV-5. As noted, NN-EKF-SLAM could only be
implemented on this greatly reduced landmark set, since the
numerous landmarks extracted by the OS-CFAR processor
of Section IV-1, contained too many clutter measurements,
causing immediate EKF filter divergence.

In contrast to RFS-SLAM, where the state to be estimated
consists of a vector representation of the vehicle’s trajectory
X0:k and a set representation of the mapMk, vector based
SLAM methods proceed to estimate a single,joint vectorstate
ζk = [Xk Mk]

T and hence provide an estimate of

pk|k(ζk|Z0:k, U0:k−1, X0). (19)

Landmark association, based on the Nearest Neighbour Stan-
dard Filter, was then carried out [18].



VI. COMPARISONS OFSLAM CONCEPTS ATSEA

The ASC was remote controlled to execute a curved tra-
jectory of over 1.8km, logging over 650 consecutive radar
scans at a rate of 0.5Hz in a trial run lasting over 20 minutes.
Multiple loops were traversed. The analysis focusses first on
the location estimation errors from the RB-PHD-SLAM and
NN-EKF-SLAM filters, followed by qualitative examinations
of the estimated maps. In this set of experiments, the ground
truth locations of all of the actual sea vessels in the area was
not available and therefore the maps could only be examined in
a qualitative manner, based on the known configuration of sea
vessels and the nearby island’s coastline. For the RB-PHD-
SLAM filter, MC analysis is presented based on 50 sample
runs using 100 trajectory particles in each trial.

1) Positional Estimation Analysis:The ground truth ASC
position estimates, based on the GPS data, are shown as the
labelled trajectories in Figures 5 and 6. Note that although
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Fig. 5:The expected trajectories from each of the 50 MC trials (blue),
compared to the GPS trajectory (green).
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Fig. 6: The NN-EKF-SLAM estimated path, the predicted ASC tra-
jectory from the assumed ASC motion model and the GPS trajectory.

GPS cannot be relied upon to provide useful, on-the-fly direc-
tional inputs, its long-term positional information is useful at
reconstructing ground truth trajectory estimates.

Figure 5 depicts the estimated ASC trajectories from each
of the MC runs in comparison with the GPS estimated path. A
sample trajectory (red) from the assumed ASC motion model,
using the measured gyroscope data, is also provided. The
results demonstrate that the RB-PHD-SLAM approach yields
trajectory estimates, which accurately reconstruct the traversed
path, despite the sensing and vehicle modelling difficulties.

Figure 6 shows the estimated NN-EKF-SLAM path (la-
belled) in comparison with the GPS and predicted, motion
model based trajectories. In particular, maximum displacement
errors of approximately 45m, over the 1.8km trajectory, were
noted for each algorithm. It should be remembered however,
that NN-EKF-SLAM was only possible due to the heavily
restricted landmark set necessary for reliable data association.

2) Map Estimation Analysis:Without ground truth heading
information, the quality of the resulting map estimate can be
used to gauge the quality of the estimated ASC heading. Since
most of the point landmarks, and all of the extended landmarks
(land masses), are stationary, the quality of the posteriormap
estimate from the temporal fusion of the measurement data
provides an indication of the quality of the pose estimates.
Using a linear function which relates signal power to Log-
Odds occupancy [12], the posterior occupancy grid can be
propagated as each X-band radar measurement arrives. A
zoomed view of the posterior map estimates from the estimated
trajectory is provided in Figure 7. The fused map from the RB-

Supply Ships

Protruding Rocks

Buoys

Fig. 7: The estimated map from the RB-PHD-SLAM algorithm, in
comparison to satellite imagery. The map be seen to coincide well
with the islands present as well as various sea surface objects.

PHD-SLAM estimate can be seen to match ground truth with
the island coastline and various surface objects clearly evident.
Some of the successfully mapped objects, identified during the
experiments, are labelled in Figure 7.

To provide a comparison between the SLAM estimates
from the RFS based PHD filter and the vector based NN-



EKF approach, Figure 8 shows the results of NN-EKF-SLAM
during the same trial. Figure 8 shows the estimated NN-EKF-

Supply Ships

Protruding Rocks

Buoys

Fig. 8: NN-EKF-SLAM results, superimposed on a satellite image
of the area. The points correspond to estimated landmark locations
and their corresponding ellipsi correspond to the landmarks’ “3σ”
uncertainty regions, magnified by a factor of 10. The lines emanating
from the ASC correspond to the associated landmarks from the final
estimated ASC’s location. As in Figure 6, the GPS (green), estimated
(blue) and predicted (red) ASC trajectories are shown.

SLAM state superimposed on a satellite image of the area. The
map landmarks shown are the final estimates at the end of the
run. The landmarks in the vicinity of the islands (lower partof
the figure) have large covariance values and are likely to result
from clutter measurements, as they are sporadically introduced
and deleted by the map management algorithms. Most of the
mapped landmarks in the upper part of the figure correspond
well with those shown in the extracted grid map of Figure 7.
All of the labelled landmarks, marked as supply ships, buoys
and protruding rocks, were independently identified duringthe
experiments and correspond to those labelled in the RB-PHD-
SLAM results of Figure 7.

VII. SUMMARY

This paper examined the possibility of SLAM using an ASC
in a marine environment. Adopting an X-band radar as the
main exteroceptive sensor, the investigation demonstrated that
despite the widespread presence of GPS information at sea,
the heading measurements can still be prone to large error.
In the experiments, relative heading information was therefore
provided by an inexpensive single axis, digital gyroscope.

Based on an automatic OS-CFAR point landmark detector,
an RFS landmark based SLAM algorithm was developed for
the ASC. The point landmarks exploited were anchored supply
ships and buoys. The algorithm demonstrated how useful
results are realisable, even with difficult to model vehicle
dynamics and a lack of any input control measurements.
Comparisons of the estimated maps demonstrate the merits of
SLAM for an ASC, given uncertain heading and exteroceptive
sensor measurement information. Comparative experiments

were carried out with the state of the art SLAM methods
NN-EKF-SLAM. To be able to successfully execute NN-EKF-
SLAM, the OS-CFAR radar detections needed to be post-
processed using image processing techniques, to greatly reduce
the landmark set, in an attempt to reduce clutter measurements
to a minimum. Only then could any qualitative comparison of
NN-EKF-SLAM and the RB-PHD-SLAM filter take place.

Future work in marine environments should incorporate the
extended landmarks, and should examine the possibilities of
joint mapping and landmark tracking from an ASC.
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